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Abstract

As an inportant technical neans to detect network state, network
nmeasur enent has attracted nore and nore attention in the devel opnent
of network. However, the current network neasurenent technol ogy has
the problemthat the nmeasurenent nethod and the neasurenent purpose
cannot match well. To solve this problem this meno introduces
networ k nmeasurenent intent, nanely the process of realizing user or
network operator to allocate network states as needed. And it can be
as a specified user case of intent based network.

Requi rement s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engi neering
Task Force (I1ETF). Note that other groups may al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on April 28, 2022.
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1. I nt roducti on

Wth the rapid devel opnent of the current network, the scale of the
network is getting larger and larger, while users’ requirenents for
the network are getting higher and higher. At the same tinme, network
resources are increasingly restrained. 1In order to realize the
efficient allocation of network resources, it is necessary to
understand the running state of the network, and network neasurenent,
as a technical neans to detect the network, has been paid of nore and
nore attention. The continuous devel opment of network neasurenent

t echnol ogy has al so satisfied the higher and hi gher precision of
networ k perception. However, both the traditional network

measur enent technol ogy and the network telenmetry technol ogy, which
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has energed with the devel opnment of software-defined network in
recent years, need to occupy the network resources when detecting the
network state and feeding back the detection results. Therefore, to
sone extent, the choice of network measurement mnethods, in addition
to different accuracy of neasurenent results, will also cause

di fferent degrees of burden to the network.

In order to balance the accuracy of network neasurenent results with
the network load, it is very inportant to choose the appropriate

net wor k measur enment nethod according to the different requirenments of
network nmeasurenent. As a result, accurate on-denmand network

measur enent technology is becomng nore and nore inportant. At the
sanme tinme, the devel opnent of Intent based Network (IBN) enables the
network to be configured according to users’ or network

adm nistrators’ intent. Therefore, we can conbi ne network
nmeasurenent with IBN, that is, the users’ or network adm nistrators’
percei ved demand for network state is regarded as network neasurenent
i ntent.

W want to use the network measurenment intent to achieve network
performance acqui sition based on user/network adm ni strator intent-
based, verify whether network measurenment results neet the
nmeasurenent intent, and further inprove the accuracy of the
configuration in | BN

2. Definitions and Acronyns
CLlI: Command-line Interface.
I BN: I ntent based NetworKk.

Policy: A set of rules that governs the choices in behavior of a
system

NM : Network Measurenment Intent, refers to based on user/ network
operator’s demand for network status, and automatically collect
network status informati on on denand.

SLA: Service Level Agreenent.
3. Connections to Existing Docunents

As the rise of IBN, different groups have different definitions of
intent. For exanple, the docunent
[I-D.irtf-nnrg-ibn-concepts-definitions] defines intent as intent
fulfillment and i ntent assurance. However, all different definitions
of intent have sonme common characteristics, and can be classified
according to [I-D.irtf-nnrg-ibn-intent-classification]. And in order
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to conbi ne the network nmeasurenment intent wth the existing drafts of
I BN, we define the conponents of the network neasurenent intent
processi ng process as foll ows:

At the sane tinme, according to
[I-D.irtf-nnrg-ibn-concepts-definitions], network nmeasurenent intent
can be classified as network intent, operational task intent or sone
ot her kinds of intent. And a detailed flow of network measurenent
intents will be given

And in order to conbine the NM with the existing drafts of IBN, in
this docunment we define the conponents of the NM processing process
as follows:

o NM Recognition and Acqui sition
o NM Transl ation
o NM Policy
o0 NM Orchestration and pre-Verification
o Data Collection and Anal ytics
o NM Conpliance Assessnent
4. Overview

As nentioned above, NM refers to the on-demand neasurenent of the
network state based on the user/network operators’ perceived intent
of the network state. W w Il present the detailed process of it
wi thin each part and take the nmeasurenent of busy network
performances as a sinple exanple.

o0 NM Recognition and Acquisition

* In this function, NM w | be recognized by "ingesting" users’
or network operators’ neasurenent intent. They have the
ability to identify the NM of a certain network performance
that users want to neasure, such as delay, jitter, etc., and at
the sane tine allow users to express the NM of network
performance in a variety of interactive ways to ensure the
accuracy of the identification of the NM. To achieve this
functionality, such an interaction requires the use of the
i ntent-northbound interface defined in the |IBN

o NM Transl ati on.
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*

In this function, NM needs to be translated into correspondi ng
measur enent policy, which includes but is not limted to
networ k performance paraneters to be nmeasured (such as del ay,
jitter, and packet loss), tinme period to be neasured, and
measurenent precision. For a sinple exanple, in the

nmeasur enent of busy network perfornmances, due to dynam c
changes such as daily network bandw dth occupancy rate, the
peri od of network busy tine is not fixed. As a result, NV
Policy generated by NM Transl ati on can determ ne the threshold
when the network state is busy on the sane day based on the

hi storical data |earned by Al.

NM Policy

*

In this function, NM policy needs to be translated into
actions and requests taken against the specified network

el enent. Therefore, NM policy generated by NM Transl ation
must be executable, that is, correspondi ng underlying network
devi ces nust be able to support policy execution.. If the
generated policy cannot be executed by the underlying device,
the policy needs to be adjusted. And if the neasurenent
results cannot neet the requirenents, the policy also needs to
be adj usted.

NM Orchestration and pre-Verification.

*

In this function, according to the previous NM Transl ati on and
NM Policy step, NM O chestration and pre-Verification

determ nes the neasurenent schene according to the nmeasurenent
policy generated by NM Policy, and pre-verifies whether the
measur enent schene is feasible.

Take busy tinme network nmeasurenent as an exanpl e, except for
choosi ng of neasurenent schemes and contents, it also needs to
determ ne whether the network is busy according to the current
network state. In addition, this function perforns automatic
networ k depl oynent, such as in CLI node.

Data Col | ection and Anal yti cs.

*

In NM, data collection and anal ysis should be based on the

sel ected nmeasurenent scheme and the content to be neasured that
determ ned in previous steps, automatically realize the
col l ection on demand, and generate correspondi ng data anal ysis
results.

NM Conpl i ance Assessnent.
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5.

* At the end, this function verifies whether the results neets
the requirenment and whether the NM is satisfied. |If either of
the two conditions is not satisfied, the NM should be nodified
and re-enter the NM Policy.

And he neasurenent flow diagramis shown as the follow ng figure:

+ N
NM i nput |

| NM Recognition | Measur enment

I
I
|
| and Acquistion | | Resul ts
e e + | Feedback
| I
I (VSR + |
| NM Translation | |
I pe—— I pe—— + |
| LTI USRI +
R R + | NM  Conpl i ance
| NM Policy <------ +Assessnent |
I I + Y | Y +
R L ----------- + +--L -------------- +
| NM Orchestration | | Data Col |l ection |
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Concrete Exanpl es
In this section, we will take SLA measurenent intent as an exanple to

illustrate each step of the process.

Wth the devel opnment of neasurenent technology in recent years,
networ k measurenment can be divided into active neasurenent, passive
nmeasur enent and a conbi nati on of active and passive nmeasurenment. As
nment i oned above, no nmatter which neasurenent technology will occupy
network resources. For exanple, if the transm ssion frequency of
active neasurenent nessage is too fast, it will occupy too nuch
bandw dt h resources and affect the nornmal operation of actual
business. Wile if the transm ssion frequency is too slow, sone

i nst ant aneous network anomalies will be m ssed and the network status
cannot be accurately reflected. Passive neasurenment requires real -
time collection of actual business data. |f the sanpling rate is too

hi gh, a |large anmount of data will be accunulated in a short tine.

Chen, et al. Expires April 28, 2022 [ Page 6]



I nternet-Draft Net wor k Wor ki ng G oup Cct ober 2021

The anal ysis systemfor real-tinme analysis of these data needs strong
processing capacity; if the sanpling rate is too | ow, sonme network
anomalies wll also be omtted.

How to bal ance and accurately neasure the network state, especially

t he abnormal network affecting the service, while occupying as little
net wor k bandw dt h as possi ble, and the processing capacity of the
data anal ysis systemis not high, this is the function that the NM
scheme based on IBN should realize.

In this section, we wll consider two exanples to illustrate each
step of the process.

5.1. SLA neasurenent intent

Taki ng network SLA performance index -- time delay nmeasurenent as an
exanple, the sinple schematic diagramis as follows, different

t hreshol ds, warning value and alert val ue should be set for network
del ay in advance. Wen the delay value is bel ow warning, the network

is normal and the business is normal. Wen the delay is between

war ni ng val ue and al ert value, the network fluctuation is abnornal,
but the business is normal. Wen the delay exceeds the alert val ue,
both the network and business are abnormal. For delay in different

t hreshol ds, different nmeasurenent strategies should be adopted:

o Wen the network del ay exceeds the alert value, or when the
hi storical data predict that the delay will exceed the alert
val ue, passive neasurenent requires 100% sanpling of business
data, and the transm ssion frequency of active neasurenent is
nodul ated to the maximum At the sane tinme, the |log and al arm
data of the whole network equi pnment are collected to realize the
nost fine-grai ned neasurenent of the network, |ocate the root
cause of the problemand repair the network in tine.

o Wen the network del ay exceeds warning value but is |ower than
al ert val ue, passive neasurenent sanples 60% of business data, and
the transm ssion nessage frequency of the active nmeasurenent is
adjusted to the nedian value, and the running state data of sone
key devices in the network is collected synchronously.

o Wen the network delay is | ess than warning val ue, passive
nmeasurenent data is sanpled at 20% and active neasurenent nessage
frequency is adjusted to the | owest, and the network equi pnment
runni ng state of key nodes can be coll ected as needed.
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s
I
I
| XX
| X X Sanpling Rate 100%
| XX X

al ert --- - oo oo +
| X X Sanpling Rate 60%
| X XX
| X X XX
| XX X X XXX
| XXX X X X X
| XX X X X X XX
| X XX X X XX XX X XX

L L T o I e e +

| X XX X XX X XX X XX XX
| XX X X X X XX XX X X
| XX X X X X X XX XXX X
| X XX XXX X XX X
| X XX XX X
| X XX Sanpling Rate 20%
S .

Based on the above SLA tinme delay i ndex neasurenent, different
t hreshol ds adopt different nmeasurenent strategies, the concrete steps

of

0]
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SLA neasurenent intent are as foll ows:

In NM Recognition and Acqui sition, SLA neasurenent intent is
recogni zed, and business requirenents and perfornmance netrics are
identified by interacting with users. Then the NM Recognition
and Acquisition nodul e inputs the SLA neasurenent intent into the
NM Transl ati on nodul e.

The NM Transl ati on nodul e conbi nes the SLA neasurenent intent
with the neasurenent policy in NM Policy, and outputs the
execut abl e nmeasurenent policy, such as the nessage transm ssion
frequency of active nmeasurenent, the sanpling rate of passive
nmeasur enent, the collection range of equi pnent running state, etc.

The NM Orchestration and pre-Verification nodul e arranges the
measurenent policy into the specific configuration and execution
time of each device in the tested network. The NM O chestration
and pre-Verification nodule verifies the inplenentation of the
policy in the equi pnment and preanal yzes the neasurenent results.

The Data Col l ection and Analysis nmodule will collect the
nmeasurenent data according to the requirenments of the previous
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5.

2.

step, make a sinple analysis of the collected data, and then send
the coll ected neasurenent data to the NM Conpliance Assessnent
nodul e. After that, it feedback the measurenent results to the
user to conplete the closed | oop of the neasurenent task.

0o According to the change of delay data in the neasured data, the
NM Conpl i ance Assessnent nodule notifies the NM O chestration
and pre-Verification nodule to nodify the execution tinme of the
policy in tinme, and at the sane tinme updates the neasured results
to the delay history database to inprove the accuracy of del ay
prediction. The NM Conpliance Assessnment nodul e eval uates
whet her the actual neasurenent results are in line with the user’s

intent. If they are, the results wll be fed back. |If they are
not, the NM Policy nodule will be inforned to adjust the policy,
and then the nmeasurenment will be restarted.

Cl ustered perfornmance neasurenent intent

The desired approach is to accurately neasure the network state,
especially when there are sone issues affecting the service, but at
the sane tinme, reduce the resources to be enployed to achi eve the
desi red accuracy.

In this regard, the Custered Alternate-Mrking framework [ RFC3889]
adds flexibility to Performance Managenent (PM, because it can
reduce the order of nagnitude of the packet counters. This allows
the NM Orchestration and pre-Verification nodule to supervise,
control, and manage PMin |arge networks.

RFC 8889 [ RFC8889] introduces the concept of cluster partition of a
network. The nonitoring network can be considered as a whole or
split into clusters that are the snmall est subnetworks (group-to-group
segnents), maintaining the packet |oss property for each subnetwork.
The clusters can be conbined in new connected subnetworks at

different levels, formng new clusters, depending on the |evel of
detail to achieve.

The cl ustered performance neasurenent intent represents the spati al
accuracy, that is the size of the subnetworks to consider for the
nmonitoring. It is possible to start w thout exam ning in depth and,
in case of necessity, the "network zoom ng" approach can be used.

Thi s approach called "network zoom ng" and can be perfornmed in two
di fferent ways:

1. <change the traffic filter and select nore detailed flows;
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2. activate new neasurenent points by defining nore specified
cl usters.

The networ k-zoom ng approach inplies that some filters, rules or flow
identifiers are changed. But these changes nust be done in a way
that do not affect the performance. Therefore there could be a
transient tinme to wait once the new network configuration takes
effect. Anyway, if the performance issue is relevant, it is likely
to last for a time nuch longer than the transient tine.

The concrete steps of the clustered performance neasurenent intent
are as follows:

o In NM Recognition and Acquisition, the clustered performance
nmeasurenent intent is recognized. Then the NM Recognition and
Acqui sition nodul e inputs the clustered performnce neasurenent
intent into the NM Transl ati on nodul e.

o The NM Transl ation nodul e anal yzes the clustered performance
measurenent intent and outputs the executable nmeasurenent policy,
such as network partition and the spatial accuracy for the
noni t ori ng.

o0 The NM Orchestration and pre-Verification nodul e arranges and
calibrates the neasurenent with the specific configuration to
split the whole network into clusters at different |evels.

o The Data Collection and Anal ysis nodul e coll ects the neasurenent
data fromthe different clusters, and then send these data to the
NM Conpliance Assessnment nodule. It verifies the performance for
each cluster and send the measurenent results to the user.

o The NM Conpliance Assessnment nodule, in case a cluster is
experiencing a packet loss or the delay is high, notifies the NM
Orchestration and pre-Verification nodule to nodify the cluster
partition of the network for further investigation. The network
configuration can be imediately nodified in order to performa
new partition of the network but only for the cluster with bad
performance. In this way, the problemcan be |ocalized with
successive approximation up to a flow detailed analysis. This is
the so-called "closed | oop" performance nmanagenent.

6. Cdassification of NM
In this section, we divide the network measurenent intent into static

NM and dynamic NM according to different requirenent
characteristics.
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6. 1. Static NM

Static NM refers to the neasurenent purposes remain unchanged and is
i ndependent of the network state/external environnent. Static NM
can be translated into determ ned network performance indicator

val ues, such as concrete del ay val ues, network bandw dth occupancy,

t hr oughput and so on.

Because the static NM can be translated into the nmeasurement of the
determ ned network performance paraneters, the whole process is
relatively sinple and error-prone, and only needs to verify whet her
t he neasurenent results neet the requirenents.

6.2. Dynamc NM

Dynanmic NM refers to the neasurenent purpose renai ns unchanged but
t he nmeasurenent process changes dynam cally according to the network
state/external environnment. Dynamc NM can also be translated into
t he measurenment of determ ned network performance paraneters,
however, the values of network performance paranmeters w Il change

wi th the changes of network states and external environnent.

For exanple, the neasurenent of busy network perfornmances nentioned
in the previous. Although the correspondi ng network paraneters for

j udgi ng whet her the network is busy are determ ned, the corresponding
networ k paraneters have different values according to different
network states and external environnents.

Due to the dynamic nature of dynamic NM, its processing process is
nore conplex than static NM. It is not only necessary to verify the
accuracy of demand anal ysis, but also to verify whether the final
measurenent results neet the requirenents.

7. Sunmmary
This meno i ntroduces the network nmeasurenent intent, and give two
concrete exanples to illustrate the process of network nmeasurenent
intent. On the basis of existing intent drafts, this nmeno can be
used as a use case for |IBN

8. Security Considerations

TBD.
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