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Abstract

Thi s docunent describes Two Dinensional IP (TwoD-1P) routing, a new
Internet routing architecture which makes forwardi ng deci sions based
on both source address and destination address. This presents a
fundanmental extension fromthe current Internet, which makes

f orwar di ng deci si ons based on the destination address, and provides
shortest single-path routing towards destination. Such extension
provi des roons to solve fundanental problens of the past and foster
great innovations in the future.

We present the TwoD-IP routing framework and its two under pi nni ng
schenes. The first is a new hardware-based forwarding table
structure for TwoD-I P, FIST, which achieves |ine-speed | ookup with
accept abl e storage space. The second is a policy routing protocol
that flexibly diverts traffic.
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1. I nt roducti on

Since IP routing took place, the current Internet has been making

f orwar di ng deci si ons based on destinati on addresses. The

desti nation-based routing systemprovides limted semantics with only
a single path towards each destination. Mny services, such as

mul ti-homng, nulti-path and traffic engineering, face difficulties
within the current Internet routing system Due to the inportant
semanti cs of source address, recent years see increasing works on
addi ng source addresses into routing controls.

I P source routing [3] carries the routes in packet header. However,
| P source routing is disabled in nost networks due to security
reasons. MPLS [4] uses | abel switching to manage traffic per-flow
However, MPLS raises scalability issues when the nunber of | abel

swi tching paths (LSPs) increases [5]. What’s nore, many | SPs prefer
pure-1 P networks.

In this draft, we describe Two D nensional IP (TwoD-1P) routing,

whi ch makes forwardi ng deci sions based on both source and desti nation
addresses. TwoD-1P routing presents a fundanmental extension of the
semantics fromthe current Internet. The network will becone nore

fl exi bl e, manageable, reliable, etc. Such extension provides roons
to solve problens of the past and foster innovations in the future.

TwoD- I P routing framework is divided into data plane and control

pl ane. | n data plane, packet forwarding needs to check both source
and destination addresses. Though current TCAM based forwardi ng
table can match Iine speeds with parallel search over the table, wth
one nore dinension in the table, the forwarding table will expl ode
and exceed the maxi mum storage space of current TCAM W devise a
new forwarding table structure for TwoD-IP, FIB Structure for TwoD-IP
(FIST). The new structure nakes a separation between TCAM and SRAM
where TCAM contributes to fast | ookup speeds and SRAM contri butes to
a larger nenory space. |In the control plane, we devise a sinple
policy based routing protocol. For the traffic of a custoner network
of an ISP, this policy routing protocol can flexibly divert the
traffic fromone edge router to another edge router.

Thi s docunment al so presents the deploynent issues and objectives of
the TwoD-1P routing

Xu, et al. Expi res Septenber 2, 2012 [ Page 4]
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2. Benefits of Introducing TwoD-1P Routing

In this section, we list the use cases that can benefit from TwoD-I P
routing.

2.1. Milti-hom ng

Multi-homng is prevalent anong | SPs for better traffic distribution
and reliability. Traditionally, Provider Independent (Pl) address is
used. Because Pl address can not be aggregated by higher |evel |SPs,
it wll cause explosion of routing table. To solve the problem

Provi der Aggregatable (PA) address is proposed. However, PA address
conplicates network configurations for |SP operators. Besides, due
to destination-based routing in traditional networks, PA address has
difficulties when facing failures, i.e., the network has to re-
conmput e a new path when failures happen

o e e e e e e o - +
I I
| I nt er net |
| |
S +-+
I I
| I3 | 14
| |
- +--- -+ S I +
| | SP1 | | | SP2 |
| Prefix P1 | | Prefix P2
oo +- -+ R +
I I
| 11 | 12
e +- -+
I I
| Multi-homed Site | R +
| +o-mmmo-- + Host |
o e e e e e - + R +

| SP1 address: A
| SP2 address: B
Figure 1. TwoD-1P routing for nmulti-hom ng
For exanple, in Figure 1, assunme a nulti-homed site is connected to

two ISPs: ISP1 and I1SP2. |SP1l has a prefix P1, and |ISP2 has a prefix
P2. A host connect to the nmulti-honed site has two addresses,
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address A that can be aggregated into P1, and address B that can be
aggregated into P2. Wth TwoD-IP routing, the nulti-homed site can
deliver the traffic fromA towards the Internet to | SP1, and deliver
the traffic fromB towards the Internet to ISP2. |If the host is
using address A and the link |1 or I3 fails. Then the host can

i mredi ately detect the failure, then switch to address B, and
continue to comruni cate with the Internet via ISP2. Wth TwoD-IP

t he host does not have to wait for routing convergence in the nulti-
homed site when failures happen.

2.2. Load Bal ancing

Xu,

Conpared to destination-based routing, TwoD- 1P routing can mani pul ate
traffic in a finer-grained granularity. Such that TwoD-1P can

achi eve better traffic distribution. For exanple, in Figure 2,
assume that there are 5 hosts that are comrunicating with the sane
server at 10Mops. Qur goal is to mnimze the maxi mumlink
utilization over the network. Wthin destination-based routing,
traffic towards the sanme destination has to travel along the sane
path in the network. Thus the best traffic distributionis to |let

all traffic take the north route via router b, and the Mn-max |ink
utilization is 83.3%

+----- +

| Host 1+-- -+

F--- - - + |

oo e + | 60Mops  +----- + 60Mops

| Host 2+- - - + AR + b 4o +

e + | | e + |

+----- + | +--+--+ +--+--+ +---- - +
|HOSt 34---+4---+ a | | C B +Server|
+----- + | +--+--+ +--+--+ e +
oo m + | | +o-m - + |

| Host 4+- - - + + +d +

tom - + 40Mbps  +----- +  40Mops

+----- + |

| Host 5+-- -+

+----- +

Figure 2. TwoD- 1P routing for |oad bal anci ng

Wth TwoD-I P routing, we can let the traffic of three hosts (e.g.
Host 1, Host2 and Host3) take the north route via b, and let the
traffic of the other two hsots (e.g., Host4 and Host5) take the south
route via d. Thus the Mn-max link utilization is only 50.0%
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2.3. Diagnosis

In Figure 3, assune a network has four routers: a, b, ¢ and d. The
operator wants to nonitor the status of the link between b and d.
Thus the operator sets up a nonitor at router a, and sends probe
packets to d. Theoretically, the probe packets will flow on the
shortest path, i.e., a-b-d. However, the network provides traffic
engi neering capabilities. |If there is congestion on the |ink between
b and d, and router b noves the traffic towards d to the north path
via c. Thus, the probe packets will flow on the path a-b-c-d, which
does not include the |link between b and d.

S +

Fommmm - + cC S +

| R

| |

| |
S PR + oo -+ oo - -+
| a +---------- + b Ao + d
Fo-om- - + S + S +

Figure 3: TwoD- 1P routing for Diagnosability

Wth TwoD-I P routing, router b can identify the probe packets froma
towards d, and deliver themdirectly to router d. Thus the link
between b and d can be easily nonitored.

2.4. Policy Routing

Assune in an | SP network, |SP operator wants that the traffic from
source address A towards destination address B passes by router C
Wth TwoD- 1P routing, routers nake forwardi ng deci sions based on both
destination and source addresses, thus can easily identify the
traffic fromA towards B, and divert it to the next hop towards C

2.5. Ohers

Besi des t he above-nenti oned use cases, TwoD-IP routing is beneficia
in many other use-cases. W list the other use-cases briefly.

0 Reliability: TwoD-IP provides multiple paths towards destination,
rat her than the shortest path only. Wen one path breaks down,
routers can imedi ately switch to another path

o Milti-path: TwoD-I P can forward packets towards the sane
destination, and fromdifferent sources to different next hops.

Xu, et al. Expi res Septenber 2, 2012 [ Page 7]
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If a host has nmultiple source addresses, the host will have
mul ti pl e paths towards the sane destination

o Security: Traditional network pushes the security devices to the
border routers, the internediate network just delivers the
packets. Wth TwoD- 1P, internediate routers al so have source
checking functionality. Thus, the whole network rather than the
border network, can defense attacks.

o Measurability: Wth TwoD-1P, |SP operators can explicitly contro
the routing paths of probe packets. Thus the nunber of nonitors,
and the additional traffic caused by the probe packets, can be
reduced [ 6].
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3. Fr anewor k

Simlar with traditional routing, TwoD-1P routing can be separated
into two parts: data plane and control plane.

3. 1. Dat a Pl ane

Data pl ane contains the forwarding table, that decides what to do
when a packet arrives. Different with traditional destination-based
routing, each entry in the TwoD-1P routing forwarding table is a
3-tuple: {destination address, source address, next hop}. Wen a
packet arrives, routers extract both destination and source addresses
fromthe packet, then |ookup the forwarding table, and output a

mat ched entry. Finally, routers will forward the packet to the next
hop associated with the matched entry.

Wth a new di nension, the size of forwarding table will increase to
be QN'2) (where Nis the size of source/destination address space),
which is too |l arge for current TCAM based storage to acconodate. To
avoi d forwardi ng tabl e expl osion, we design a new forwardi ng table
structure in Section 4.

3. 2. Control Pl ane

In traditional routing, the control plane is concerned with the
network status, e.g., network topology. Wthin TwoD-IP routing, the
control plane is concerned with both network status and user demands.
TwoD- 1 P routing not only provides basic connectivity service, but

al so satisfies kinds of user demands, e.g., policy routing, multi-
path and traffic engineering. TwoD-IP routing protocol has two
conponent s:

o Destination-based routing protocol: To be conpatible with
traditional routing (especially when nost networks only support
desti nation-based routing), TwoD-IP routing protocol should
support destination-based routing. Such that |ISPs can provide the
same connectivity service, while upgrading routers with TwoD-1P
functionality. To provide better connectivity services,
destination-based routing protocol should respond instantly to the
changes of network topol ogy.

0 Source-related routing protocol: Conbined with source addresses,
TwoD- |1 P routing can nake better forwarding decisions for users.
Source-related routing protocols focus on providing services that
are related with source addresses. They may need to coll ect
demands from users, and conpute the routing table to satisfy these
demands. Dependi ng on the specific user denmands, sone source-
related routing protocols need real-tinme updates, while others do

Xu, et al. Expi res Septenber 2, 2012 [ Page 9]
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not. The newly designed source-related routing protocols should
be:

* Consistent, they should be consistent with other routing
protocol s, including the destination-based routing protocol and
ot her new source-related routing protocols;

* Efficient, they should not bring |ots of additional overheads
to the network.

et al. Expi res Septenber 2, 2012 [ Page 10]
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Forwar di ng Tabl e Desi gn
Desi gn Goal s

The forwarding table stores a set of 3-tuple rules, {pd, ps, nh},
where pd is a destination prefix, ps is a source prefix, and nh

i ndi cates the next hop. When a packet arrives, if its destination
address matches pd according to LMF (Il ongest match first) rul e anong
all rules, and its source address matches ps according to LMF rule
anong all rules that are associated with pd. Then the router w |
forward the packet to the next hop nh.

The new forwarding table should satisfy the follow ng requirenents.

o Storage requirenment: The new forwarding table should not cause
forwardi ng tabl e expl osion problem Current storage technol ogy
shoul d be able to acconodate the table.

0 Speed requirenent: The new forwardi ng table should match |ine-
speeds.

Forwar di ng Table Structure

W design a new TwoD-I P forwarding table structure, called FIST. As
shown in Figure 4, FIST consists of four parts.

et al. Expi res Septenber 2, 2012 [ Page 11]
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Sour ce Fo---- - F------ F------ F------ F------ +
Tabl e | defaul t| 111* | 101* | 100* | 211** |
+o e e - - R R R R +
/| o [ 1| 2 | 3 | 4 |
S R S R S R S R S R +
Desti nati on
Tabl e | | | | | |
S R g B B B B +- - -
S N N O S |1 |
B I - B B B B +- - -
| 100* | 1 | |l o [ 2 | | | |
S R e S R S R S R S R +- - -
| 101* | 2| |1 | | | | 2 |
S R g B B B B +- - -
| 11** | 3| | 2 | | | | |
B I - B B B B +- - -
| 10** | 4 | | 2 | | | | 3 |
S R e S R S R S R S R +- - -
| | I | | |
TD-t abl e
B R +
|  ndex | Next hop |
S R T +
| O | 1.0.0.0 |
B R +
Mappi ng | 1 [1.0.0.1 |
Tabl e +o----- AR +
| 2 [1.0.0.2 |
S R T +
| 3 | 1.0.0.3 |
B R +

Figure 4. Forwarding Table for TwoD-IP

0 Destination table: It resides in TCAM and stores the destination
prefixes. FEach destination prefix in destination table
corresponds to a row nunber

0 Source table: It resides in TCAM and stores the source prefixes.
Each source prefix in source table corresponds to a colum nunber.

o Two Dinmensional Table (TD-table): It is a two dinensional array
that resides in SRAM G ven a row and col um nunbers, we can find
acell in TD-table. Each cell in TD-table stores an i ndex val ue,
that can be mapped to a next hop.
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0 Mpping table: It resides in SRAM and maps i ndex val ues to next
hops.

For exanple, in Figure 4, the destination table contains 5
destination prefixes, and the destination prefix 101* corresponds to
a row nunber 2. The source table contains 4 source prefixes and a
default one (can be see as "****"),  the source prefix 11**
corresponds to a colum nunber 4. The TD-table has 5 rows and 5
columms, the cell that is in the 2nd row and the 4th col um has i ndex
value 2. In the napping table, we can see that the index value 2 is
related with the next hop 1.0.0. 2.

If destination prefix pd outputs row nunber n, and source prefix ps
out puts colum nunber m we use (pd, ps) to denote a cell in the nth
row and mth colum of the TD-table.

4. 3. Lookup Action

Whien a packet arrives at a router, the |ookup action is as follows.

1. Extract the destination address d and source address s fromthe
packet ;

2. Performthe following two operations in parallel:

* Lookup the destination address d in the destination table
using the LMF rule, and output the row nunber n;

* Lookup the source address s in the source table using the LM
rul e, and output the colum nunber m

3. Lookup the cell that is in the nth row and nth colum of the TD
tabl e, and output the index val ue v;

4. Lookup v in the mapping table, and ouput the correspondi ng next
hop;

5. Forward the packet to the next hop.

The 2nd step takes one TCAM cl ock cycle to nmatch both d and s, and
one SRAM cl ock cycle to get the row columm nunber. The 3rd step
takes one SRAM cl ock cycle to get the index value, the 4th step takes
one SRAM cl ock cycle to get the next hop. Thus, the | ookup speed is
one TCAM cl ock cycle plus three SRAM cl ock cycles. Beside, the

| ookup process can be pipelined to achi eve hi gher speed.

Xu, et al. Expi res Septenber 2, 2012 [ Page 13]



I nternet-Draft TwoD- 1 P Routing Architecture Mar 2012

4.4. Update Action

Al t hough FI ST can reduce TCAM storage space, and achi eve fast | ookup
speed, it also faces new chall enges. The challenges are caused by
performng LMF rule on source addresses. Assune a packet should

mat ch destination prefix pd, and source prefix ps. However, if the
source table contains a source prefix ps’ that also mathces the
packet and is |longer than ps, then the packet will match (pd, ps’)

wi thin FIST.

For exanple, if the forwarding table on a router is shown in
Figure 4, and a packet with destination address of 1011 and source
address of 1111 arrives on the router. According to the matching
rul e, destination prefix 101* is matched first, and source prefix
11** shoul d be matched. However, within FI ST, destination prefix
101* and source prefix 111* are matched. But the cell (101*, 111*)

IS enpty.

To resolve the confliction, we should pre-conpute and fill the enpty
cell with appropriate index value. For exanple, in Figure 4, we
should fill the cell (101*, 111*) with the index value 2, that is the
i ndex val ue of cell (101*, 11**). W will discuss the update action

in the next version of this docunent.
4.5. Scalability Inprovenents

In Section 4.2, we design the FIST structure, where each destination
prefix corresponds to a row, and each source prefix corresponds to a
columm. Considering the | arge nunber of address prefixes, we can
make i nprovenents in the follow ng two aspects:

o0 Not every destination prefix need to be mapped to a row, because
I SPs only need to divert traffic for part of the destination
prefi xes. The destination table of FIST should be divided into
two parts, each destination prefixes in the first part points to a
row and each destination prefix in the second part points directly
to an index val ue.

o Different destination/source prefixes can be mapped to the sane
row col um, because | SPs may i npl enent the sane policy on
different prefixes. For exanple, |ISPs wants to divert the traffic
of sone custonmer network, which has nultiple prefixes, to another
pat h.

Xu, et al. Expi res Septenber 2, 2012 [ Page 14]
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5.

5. 1.
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Rout i ng Protocol Design

Prot ocol Overvi ew
In this section, to illustrate TwoD-IP routing protocol, we design a
sinple policy routing protocol. The routing protocol provides a

flexible tool for I1SPs to divert traffic (that is from sone custoner
networ ks towards the foreign Internet) to another path.

S IRy +
[0.0.0.* | R R + R +
| +----- +- BO I3 ------ EO- +----- + |
oo o)« | | 1.0.0.*% |
Donai n nunber=0 | ) ( | | |
The first custoner | 10 | | 1.0.1.*
SREEPEEEE o) | | |
[0.0.1.* | | | | 1.0.2.*
| teem - +- B1 |1---12---ELl-+----- + |
S + o + R +
Donmai n nunber =1 | SP net wor k Forei gn | nternet

The second custoner

Figure 5: A sinple policy routing protocol

For exanple, in Figure 5 the ISP has two customer networks, the
first custoner network has domai n nunber of 0 and one prefix of
0.0.0.*, the second custoner network has domain nunber of 1 and one
prefix of 0.0.1.*. The first custoner network is conneted to

provi der edge router (PE router) BO and the second custoner network
is connected to PE router B1. The ISP is connected to the foreign
I nternet through two edge routers, EO and E1l, besides, it has four
internmedi ate routers (P router), 10, 11, 12 and 13. The shortest
paths fromthe custoner networks to the foreign Internet are BO-IO0-
| 3-EO0 and B1-10-13-E0. However, due to congestion on EO, the ISP
operator wants to divert the traffic of the second custoner network
(behind Bl) to the path through E1, i.e., Bl1-10-11-12-EL.

We design the protocol based on the extension of OSPF [2], which can
di ssem nate the information within the network. To illustrate the
protocol, we first clarify the follow ng aspects.

o Through e-BGP, edge routers know the prefixes of foreign Internet,

e.g., both EO and E1 know that there are three foreign |Internet
prefixes, 1.0.0.*, 1.0.1.*, 1.0.2.%,

et al. Expi res Septenber 2, 2012 [ Page 15]
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o Through OSPF, PE routers know the prefixes of the custoner
net wor ks behind them e.g., BO knows that prefix 0.0.0.* belong to
the first custoner network in Figure 5. Besides, PE routers know
t he customer domai n nunber of the custoner networks behind them
e.g, BO knows that the custoner domai n nunber of the first
custoner network is 0. Through manual configuration or automatic
selection (e.g., selecting the router that has lower utilization),
edge routers know t he preferences of custonmer networks on edge
routers, e.g., Bl knows that the second custoner network in
Figure 5 prefers to pass by El.

Wth these preconditions, each edge router can announce the foreign
Internet prefixes conbined wwth its own router identification to the
net wor k, each PE router can announce the custoner prefixes conbi ned
with the correspondi ng custoner domai n nunber, PE routers are al so
responsi bl e for announcing the preference of customer networks on
edge routers. \Wen receiving all necessary information, both PE and
P routers will construct the routing table, which can be used to
generate the forwarding table.

2. Rout er Acti ons

W first define three types of nessages.

Announce(Prefixes, Router ID): Edge routers send this nessage, to
announce the binding relations between foreign IP perfixes and the
edge router identification (can be represented by the | P address
of the edge router). This nessage indicates that traffic can
reach the foreign Internet through the edge router.

Bi nd(Prefixes, Domai n_Nunber): PE routers send this nessage, to
announce the binding relati ons between custonmer network | P
prefi xes and custoner domai n nunber. This nessage indicates that
the customer network I P prefixes belong to the cusonter network
t hat owns the Domai n_Nunber

Pref (Domai n_Nunber, Router ID): PE routers send this nessage, to
announces the preference of a custonmer network on an edge router.
Thi s message indicates that the custoner network that owns the
Donmai n_Nunber prefers to pass by the edge router that owns the
Router | D.

Then the actions on different types of routers are as foll ows.
Edge Routers: Edge routers have to send Announce(Prefi xes,
Router I D) to announce the foreign Internet prefixes to the

network. For exanple, in Figure 5 EO will send Announce(l1.0.0.%*,
EO), Announce(1.0.1.*, EO and Announce(1.0.2.*, EO. E1 wll

et al. Expi res Septenber 2, 2012 [ Page 16]
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5. 3.
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send Announce(1.0.0.*, E1), Announce(1l.0.1.*, E1) and
Announce(1.0.2.*, El).

PE Rout ers:

1. PE routers have to send Bi nd(Prefixes, Donmain_Nunber) to
announce the custoner network prefixes to the network. For
exanple, BO wll send Bind(0.0.0.*, 0), Bl will send
Bind(0.0.1.*, 1).

2. PE routers have to send Pref(Domai n_Nunber, Router ID) to
announce the preference of the cusonter network on an edge
routers. For exanple, Bl will send Pref(1, El).

3. After receiving Announce(Prefixes, Router_ID) from edge
routers, PE routers should construct the routing table.

Internmedi ate Routers: After receiving Announce(Prefixes, Router_ID)
from edge routers, Bind(Prefixes, Domain_Nunber) and
Pref (Domai n_Nunber, Router_ID) from PE routers, P routers should
construct the routing table.

TwoD- I P Routing Tabl e Construction

Recei ving the necessary information (including custonmer network
prefixes, foreign Internet prefixes and preferences of custoner
networks), both PE and P routers should construct the routing table.
Edge routers do not need to construct the routing table, unless they
al so belong to PE/P routers.

The routing table consists of two parts, the first part (traditional
routing table) is constructed based on OSPF, the second part (TwoD-IP
routing table) is construted based on our TwoD-IP policy routing
protocol. Wen forwarding a packet to the destination, routers first
| ookup the TwoD-IP routing table, if there does not exist a matched
entry, routers will l[ookup the traditional routing table. W focus
on the construction of TwoD-1P routing table in this docunent. For
sinplicity, we assune that there are only threee fields in each entry
of TwoD-1P routing table, i.e., (Destination, Source, Next hop).

Bot h the destination and source fields represent an IP prefix, the
next hop field denotes the outgoing router interface to use (see
Section 11 of [1] for nore details).

The routing table construction process is as foll ows.
1. For each received Pref(Domai n_Nunmber, Router |ID), |ookup the

traditional table, and obtain the next hop towards the edge
router that owns Router ID. W use Next Hop to denote the
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Xu,

obt ai ned next hop.

For each foreign Internet prefix (Foreign_ Prefix), |ookup the
traditional table, and obtain the next hop towards the
Foreign Prefix. W use Next Hop’ to denote the obtained next
hop.

I f Next_ Hop!=Next Hop’, for each custonmer network prefix
(Customer _Prefix) that belongs to the customer network that own
Donmai n_Nunber, we add a new entry (Foreign_Prefix,

Custoner Prefix, Next Hop) to the TwoD-IP routing table

For exanple, we continue the exanple in Figure 5 the TwoD- 1P routing
table on the P router 10 is shown in Figure 6.

Destinati on Sour ce Next hop
1.0.0.* 0.0.1.* 1
1.0.1.* 0.0.1.* 1
1.0.2.* 0.0.1.* 1

Figure 6: TwoD-1P routing table on the P router 10
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6.

Xu,

Depl oynment

TwoD- I P shoul d support increnental depl oynent, and during depl oynent,
the foll owi ng requirenents shoul d be satisfi ed.

Backward conpatibility: During deploynment, reachability should be
guar anteed, and | oops shoul d be avoi ded.

Incentive: After deploying partial routers, |1SPs should be able to
see visible gains, e.g., their policies are inplenented, traffic
distribution is inproved or security |level is enhanced.

Effectivity: The deploynent should maxi m ze the benefits for |SPs,

e.g., the depl oynent sequence should be carefully schedul ed, such
that |1SPs can obtain nmaxi mum benefits in each step
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7.

Xu,

| mpl enent ati on St at us
We have devel oped a prototype of the TwoD-1P policy routing protoco
(see Section 5) on a comrercial router, and set up small scale tests
under VegaNet [7], a high performance virtualized testbed.

Currently, we are devel oping the prototype of TwoD-IP router, that
uses the FIST forwarding table strucute (see Section 4.2).
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8.

Xu,

Security Consi derations

TwoD- 1P routing will enhance the security |level of the networks,
because routers will check source addresses, which is an inportant
identity of the senders. Distributed attack defenses will be an

i nportant topic of TwoD-IP routing, because source checking
functionality is depl oyed deeper in the network.

However, TwoD-1P routing protocols nust be carefully designed, to
avoid to be used by hackers.
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9. | ANA Consi derations

Some newl y designed TwoD-I P routing protocols may need new protoco
nunber s assi gned by | ANA
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