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Abstract

Thi s docunent describes the nechanismof Balia, the "Balanced |inked
adaptation", which is a congestion control algorithmfor Miltipath
TCP (MPTCP). The recent proposals, LIA and OLIA, suffer fromeither
unfriendliness to Single Path TCP (SPTCP) or unresponsiveness to

net wor k changes under certain conditions. The tradeoff between
friendliness and responsiveness is inevitable, but Balia judiciously
bal ances this tradeoff based on a new design framework that allows
one to systematically explore the design space. Balia has been

i mpl emented in the Linux kernel and also included in the UCLouvain’s
MPTCP i npl enent ati on.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I1ETF). Note that other groups nay al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on July 26, 2016.
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1. | nt roducti on

Vari ous congestion control algorithnms have been proposed as
extensi ons of TCP NewReno to MPTCP. A straightforward extension is
to run TCP NewReno on each subpath, e.g., [HONDAO9]. This algorithm
however, can be highly unfriendly when it shares a path with a SPTCP
user. This notivates the Coupled algorithmwhich is fair because it
has the sane underlying utility function as TCP NewReno, e.g.,

[ KELLYO5], [HANO4]. It is found in [ RFC6356], however, that the
Coupl ed al gorithmresponds slowy in a dynam c network environnment.

The current default congestion control algorithmfor MPTCP, called
LI A (Li nked-1ncreases Algorithm, is nore responsive than the Coupl ed
algorithm However, it has been reported that LI A can sonetines be
excessively aggressive toward SPTCP users w thout any benefit to
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mul tipath users [ KHALILI12]. Recently, OLIA (Opportunistic Linked-
Increases Algorithm [KHALILI12] was proposed as a variant of Coupled
al gorithm [ KELLYO5] which is as friendly as the Coupled al gorithm

We have found, however, that OLIA can be unresponsive to changes in
network conditions in sone scenarios (e.g., when the paths used by a
user have simlar round trip times (RTTs)) [PENGLl4].

In this draft, we introduce Balia, the "Balanced |inked adaptation”
which is a wi ndow based congestion control algorithmfor MPTCP. The
mai n design goal of Balia is to systematically tradeoff different
properties such as TCP friendliness and responsi veness by devel opi ng
structural understanding of MPTCP algorithnms in a new design
framework. For instance, it is widely suspected that there is a
tradeoff between friendliness and responsiveness and it is proved in
this franmework that this tradeoff is indeed inevitable. By
paraneteri zing different structural properties, Balia generalizes
existing algorithns and explicitly bal ances the tradeoff. W also
prove mat hematically that Balia has a unique equilibrium point, and
that it is asynptotically stable. Therefore, Balia can provide

bal anced performance in ternms of friendliness and responsiveness.

In [ PENGL4], we conpare the performance of several MPTCP al gorithmns
over a testbed, including Balia, COLIA and LIA Qur experinental
results show that Balia is friendlier than LI A and nore responsive
than CLIA. It also solves LIA's problemidentified by [KHALILI12].
Bal i a has been inplenented in the Linux kernel and al so included in
t he UCLouvain’s MPTCP i npl enent ati on.

1.1. Requirenents Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

1.2. Term nol ogy

Regul ar/ Si ngl epath TCP (SPTCP): The standard version of TCP [ RFC5681]
that uses a single pair of |IP address and ports per connection.

Mul ti path TCP (MPTCP): A nodified version of the regular TCP that
si mul taneously uses nultiple paths between hosts.

LI A- The Li nked-Increases Al gorithmfor MPTCP [ RFC6356] .

OLI A: The Opportunistic Linked-Increases Al gorithmfor MPTCP
[ KHALI LI 12] .

Bal i a: The Bal anced | i nked adaptation algorithmfor MPTCP [ PENGl4] .
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Al MD: The Additive Increase Multiplicative Decrease algorithmused in
TCP congesti on avoi dance.

w_r: The congestion wi ndow on a path r.
rtt_r: The Round-Trip Time (RTT) on a path r.

2. Bal anced Linked Adaptation Al gorithm
Balia is a generalized MPTCP algorithmthat strikes a good bal ance
between friendliness and responsi veness. The algorithmonly applies
to the AIMD part of the congestion avoi dance phase. The other parts
such as slow start, fast retransmt/recovery algorithnms are the sane
as in TCP [RFC5681]. The mninmum ssthresh is set to 1 MSS instead of
2 when nore than 1 path is avail abl e.

Each source s has a set of paths r. As a special case, the set can
be a singleton in which case Balia reduces to TCP Reno (see bel ow).
Each path r maintains a congestion wi ndow w r and nmeasures its round-
trip time rtt_r. The wi ndow adaptation of Balia is as foll ows:
- For each ACK on path r, increase w_r by:

X_r 1 + al pha_r 4 + al pha_r

(
ret r * (SUMx_k))"2 2 5

- For each packet loss on path r, decrease w.r by:
----- * mn { alpha_r, 1.5}

where x r = wr / rtt r and alphar = max { x k } / x_r.

Note that Balia's decrenent algorithmnultiplies the MD al gorithm of
TCP Reno by a factor in the range of [1, 1.5].

If a Balia user uses only a single path, then alpha r = 1, in which
case both the increnent and the decrenment algorithms of Balia reduce
to those of TCP Reno. Hence Balia reduces to TCP Reno on single

pat hs.

3. Theoretical justification
In [ PENGL4], we have devel oped a unified nodel of MPTCP al gorithns

and characterized the design space. This provides a framework to
systematically design MPTCP al gorithns and anal yze their behavior in
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a large network at design time. For instance, it has allowed us to
identify designs that guarantee the existence, uniqueness and
stability of network equilibrium Balia is designed using this
framework to achi eve specific design goals. In this section, we wll
focus on how Balia balances three often conflicting design goals, TCP
friendliness, responsiveness and w ndow oscill ation.

TCP friendliness characterizes how much nore throughput a MPTCP fl ow
will get when it conpetes with an SPTCP flow. A MPTCP flow is said
to be "TCP friendly” if it does not dominate the avail abl e bandw dth
when it shares the sanme network with a SPTCP fl ow.

Responsi veness characterizes how fast the MPTCP algorithmreacts to
changes in network conditions.

The wi ndow oscillation property characterizes how severely the w ndow
size fluctuates around the equilibriumpoint. It is an inherent
property of AIMD-1ike algorithns.

In [PENGLl4], it is proved mathematically that there is an inevitable
tradeof f between TCP friendliness and responsiveness, and between
responsi veness and w ndow oscillation. Thus, it is theoretically

i npossible to maxim ze the performance in all three netrics

si mul t aneousl y.

Qur design phil osophy is to allow wi ndow oscillation up to an
acceptable level in order to inprove both friendliness and

responsi veness. This is achieved by explicitly parameterizing these
properties and systematically choosing these paraneters.

4. I nplenmentation considerations

To enable Balia to operate in a wide spectrum of applications
scenarios, i.e., with wide range of wr and rtt_r, we need to re-
wite the Balia s additive increase (Al) formula in an equival ent
formwhich allows easier inplenentation in the Linux kernel with

fi xed point operations, and avoids integer-overflow problens. Note
that in an extrenme case, the sending rate on a path, x_r, nmay

increase to 2730 (w.r/rtt_r) or nmore. |In such a case, the term
(SUM x_k))™2 in the current fornmula can easily cause 64-bit integer
overflow. In addition, there can be also a significant roundi ng

error when we do a fixed-point division by a | arge nunber.

Therefore, to mtigate the above issues, we rewite Balia s additive
increase (Al) formula as foll ows:
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X_r x_r + max{x_k} 4 * x_r + max{x_k}
(
ret r * (SUMx_k))"2 2 * x_r 5* x_r
whi ch can be sinplified to:

(x_r + max{x_k}) * (4 * x_r + max{x_k})

wr * (SUMx_k))*2 * 10

Now the termx_r is conputed in bytes/sec and may increase up to
about 2752. Thus we need to scale the sending rate through bit-shift
operations so that max{x_k} does not exceed a cerntain value, e.g.,
2725, to safely calculate the term (SUMx_k))"2. At this point, if
max{x_k} is a very large nunber, a small x_r can be sonetines 0 after
the right shift operation. This may hurt the accuracy of the

cal culation. But we have seen that the overall rounding error is not
significant since max{x_k} is the domnant termin the formula while
x_r would be neglible in such cases.

5. Experinental results

In this section, we sumrarize our experinmental results that
illustrate the weaknesses of the current algorithns (LI A and OLIA).
We eval uate the MPTCP al gorithnms using the UCLouvain's MPTCP

i mpl ementation [MPLKI]. The network paraneters such as network
bandw dt h and one-way delay are inplemented by Dumrynet [ DUMWNET] .
Iperf is used to generate traffic and neasure the throughput.

5.1. Khalili’'s scenario

In [ KHALILI12], it has been revealed that LIA can be unfriendly to
SPTCP users even when its own MPTCP throughput is saturated. That
is, the throughputs of SPTCP flows are significantly degraded w t hout
any benefit to MPTCP flows. To reproduce this scenario, we create a
testbed as shown in Figure 1. 1In this scenario, Nl typel users can
be either single-path or nultipath while N2 type2 users are al ways

si ngl e- pat h.
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+----+
N1 | | Server
Typel ----c--cmcmmmm e e e e e e e - | C1 |-- for typel
flows --\ /--] | fl ows
\ / +----+
\ / Rout er 1
\ R S SR |
\-- | | --/
N2 | C |---] | Server
Type2 --------- | | | BT for type2
f1 ows R N flows
Router2 Router3
Figure 1. Testbed topology for Khalili’s scenario. The Routerl

enul ates the server-side bottleneck for typel users and the Router?2
enmul ates the shared bottl eneck.

The aggregate throughputs of these users are shown in Table 1 for the
case when all users are SPTCP and the case when all typel users are
upgraded to MPTCP users using different algorithnms. W observe that
upgradi ng typel users to MPTCP decreases type2 users’ throughput

wi t hout any benefit to typel users if LIA is used; the type2 users
are worse off by 19% when N1=N2=5 and by 25% when N1=15 and N2=5.
Both OLIA and Balia are nore friendly than LIA to SPTCP (type2)

users.
C1=C2=10Mbops

o e o m e e e e e e e e e e e e e m +

| Typel users | Typel users are nultipath |

| are Fommmmen e S NN Fommmmen e +

| single-path | LI A | QalA | Bal i a |

S e S S S +

N1=5 |typel | 9. 47 | 9. 26 | 9.25 | 9.25 |

B o e o e e e o - R o e e e o - +

N2=5 |type2 | 9. 29 | 7.55 | 8.13 | 8.32 |

------ L T T T R L L LT

N1=15 |typel | 9.39 | 8. 96 | 8.93 | 9.02 |

S R S S S +

N2=5 |type2 | 9.29 | 6. 94 | 7.41 | 7.98 |

B o e o e e e o - R o e e e o - +

Val ues are in Mops.
Tabl e 1: Throughput obtained by typel and type2 users: Upgrading

typel users to MPTCP decreases type2 users’ throughput w thout any
benefit to typel users.
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5.2. Responsiveness

To denonstrate the dynam c performance of MPTCP al gorithns, we

i npl enent a testbed topol ogy as shown in Figure 2. One-way del ay of
each single-path is about 10ns. |In this scenario, a MPTCP flowis
long lived while 5 SPTCP flows start at 40s and end at 80s. Table 2
shows the convergence tinme, which is defined as the first tinme the
congestion wi ndow on the second path via Router2 reaches the average
congestion wi ndow after the SPTCP users have left.

Routerl Rout er 3
S + 20Mops, 108 +------- + 40Mops
1 MPTCP ---------- | [------------- | [-------- Server
flow --\ | | [----- | |
(0-200s) \ Foemem - + / Foemem - +
/
\ 20Mops, 10ns
\ +o-em- - +
\--| | --/
5 SPTCP ---------- | |
fl ows +o-mm- - +
(40- 80s) Rout er 2

Figure 2: Testbed topology for the responsiveness scenari o.

S R R R R +
| | Coupled | QLlA | LI A | Bal i a
o e e e e e oo o e e e o - R o e e e o - o e e e o - +
| Convergence tine | 94. 36 | 58.5 | 17.75 | 14.73
R —— R - R R +

Val ues are in seconds.

Tabl e 2: Responsi veness: Convergence tinme of MPTCP user after SPTCP
users have | eft the network.

We observe that in this scenario Balia and LIA are quite responsive
whil e both Coupled and OLI A algorithnms take an excessively long tine
to recover. Note that in this scenario, the increnent/decrenent

al gorithnms of Coupled and those of CLIA are simlar, and therefore

t hey behave in a simlar way. For both algorithms, the excessively
sl ow recovery of the congestion wi ndow on the second path is due to
the design that increases the wi ndow roughly by wr / (SUMw k))”"2 on
each ACK assumng the RTTs are simlar. After the SPTCP users have
left, w2 is small while w1l is large, sothat w2/ (w1l +w2)"2is
very small. It therefore takes a long tinme for w2 to increase to
its steady state value. In general, under the Coupled algorithm a
route with a | arge throughput can greatly suppress the throughput on
anot her route even though the other route is underutilized.
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5.3. NorNet experinment

To show that Balia works well on real |Internet environnents, we
create two virtual machine hosts A and B over the NorNet Core, a
country-wi de (Norway) nulti-honmed research testbed [ NORNET]. Host A
is connected to Internet via I SP(Internet service provider)-1 while
host B is connected via | SP-2 and | SP- 3.

Consi dering a scenari o where host B downloads a file fromhost A via
two interfaces, we neasure the througputs of both SPTCP and MPTCP
wth Reno and Balia respectively, as shown in Table 3. There are two
| ogi cal paths between the hosts, (ISP-1 to ISP-2) and (I1SP-1 to | SP-
3), so we neasure the bandw dth of each single-path with SPTCP and
both of the two paths with MPTCP. The neasurenent is repeated 30
times for each case. In Table 3, it is observed that MPTCP with
Bal i a aggregates the bandw dths of the two paths well.

| | SPTCP(Reno) | SPTCP(Reno) | MPTCP(Bali a)
| | A(1)->B(2) | A(1)->B(3) | A(1)->B(2,3) |

o e e e e e - o e - o e - o e a o - +
| Avg. throughput | 3.976 | 3.823 | 7.508 |
S S S S +
| Max. throughput | 4. 08 | 3.83 | 7.69 |
L S S S +
| Mn. throughput | 3.93 | 3.82 | 7.2 |
o e e e e e - o e - o e - o e a o - +

Val ues are in Mops.

Tabl e 3: Throughputs of SPTCP and MPTCP over the Nor Net Core.
Nunbers in parenthesis refer to the | SP nunber.

6. Concl usi on

I n [ PENGL4], we have devel oped a nodel for MPTCP and identified

desi gns that guarantee the existence, uniqueness and stability of the
network equilibrium W also characterize the design space and study
the tradeoff anong TCP friendliness, responsiveness, and w ndow
oscillation. Base on better understanding of the design space, our
new congestion control algorithmfor MPTCP, Balia, generalizes prior
algorithns and stri kes a good bal ance between friendliness and
responsi veness. Balia has been inplenmented in the Linux kernel and
tested in various scenari os.
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