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Abstract

This is a working docunent intended to focus discussion on
requirenments for multicast in Low power and Lossy Networks in the
area of M2ZM communi cation for control purposes. The Trickle

al gorithm which uses re-broadcasting to assure that nessages arrive

at all destinations, is proposed as the ROLL nulticast protocol. In
this draft additional requirements on Trickle, such as tineliness and
ordering, are notivated by building control. Re-broadcasting and

tinmeliness can be nmutual ly exclusive properties. To alleviate that
problem this draft considers the possibility of reducing
interference by limting the nunber of transm ssion paths between any
two devices in the nesh.
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1. I nt roducti on

The ROLL working group is chartered to design and standardi ze a
routing protocol for resource constrai ned devices in Low power and
Lossy Networks (LLN) [I-D.ietf-roll-rpl]. The requirenents for ROLL
are docunented in [ RFC5548] [RFC5673] [ RFC5826] [RFC5867]. For

buil ding control it is recognized that nost comunication is local to
the wirel ess nesh network, and does not necessarily pass through the
edge router. The point-to-point RPL routing algorithmis devel oped
to efficiently support such applications [I-D.ietf-roll-p2p-rpl].
The Trickle multicast was devel oped to support the RPL routing
algorithm and | ater proposed to support general nulticast delivery
in LLN. [ RFC6206].

This draft discusses the nmulticast requirenents for constrained

devi ces participating in M2M buil ding control networks. An inportant
requi renent is the delivery of control commands to a subset (group)
of nei ghbouring devices in the LLN wthin sone | atency bound.

1.1. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
Addtional privileged words are described bel ow

A "device" is a physical processor connected to at |east one |ink
through a network interface. Each interface has at |east one IP

uni cast address. The | P address is optionally bound to a host nane,
which may be a Fully Qualified Domain Name (FQDN).

One device conmmuni cates directly with another device by wirelessly
transmtting packets to it over a link. The link quality is divided
in three regions:

1. good: where a transmtted packet will be correctly received by a
destination with a probability higher than 99%

2. transitional: where the probability of correct reception
fl uct uat es.

3. bad: where alnost no transm ssion is successfully received.

It is enpirically known that good |inks can becone bad occasionally
due to dynam c effects such as multipath interference.

A distinction is nade between reception and delivery of a nessage. A
nessage is received when it is stored in the reception buffer of the
receiver after transm ssion and all error checks have been
succesful ly passed. The nessage is delivered when the nessage is
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passed fromthe reception buffer to the client application. W also
say the client application accepts the nessage.

Broadcasting is used for the link-1ocal sending of one packet to al
reachabl e 1-hop neigbours. This is equivalent to the termlink-I|ocal
mul ti cast.

1. 2. Mbti vati on

In this draft, we focus and devel op di scussions on requiremnments
pertaining to nulticasting, in the context of building control
appl i cations.

2. Application characteristics

Mul ticast is inportant for building control applications. Two types
of applications are consi dered:

1. Discovery nessages to all nmenbers of the nmesh (nulticast GET)
2. Control nessages to a subset of the mesh (multicast PUT)

The first type requires the nessage to be sent to a subset which nmay
be randomy distributed over the building area. Sone of the
destinations return uni cast nessages to the source.

The second type requires the nmessage to be sent to a closely spaced
subset. No return nessages are generated. This second type is the
subject of this draft, although nost of the requirenents equally
apply to case 1.

An office building typically consist of multiple floors, divided in
wor ki ng areas. The working areas can be open or enclosed by walls.
Wthin a working area sensors neasure tenperature, presence, humdity
and other paraneters. On the basis of these neasurenents, equi pnent
within the working area can receive commands to change settings. A
wel | - known exanple is presence detection to switch on or dimlights.
The equi prent configuration is quite stable, because devices are
installed in the ceiling, and nodifying (or servicing) the
installation can be costly.

The equi prment is interconnected in a wireless network. The RF
transm ssi ons pass through the walls and generate interference to the
wi rel ess equi pnment in other working areas.

The | ay-out of a network nmay be different frominstallation to

installation. However, it is expected that many w rel ess networks
extend over one floor and include many working areas. Another
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wor ki ng hypothesis is that nost of the time sensors will nulticast
their values to a group of devices within the working area.
Consequently, nulticast nmessages are often neant for a subset of
nei gbouri ng devi ces.

A LOWPAN is a nesh of wireless devices that share the sane | Pv6
address prefix. A typical LowPAN in a building may cover the area of
an entire floor. A commercial installation may cover 1000 nR per
floor. A length of 50 mcan easily nean a hop count >5 for a nessage
to pass fromend to end. For exanple, devices may be installed in
the ceiling in a grid wwth a grid pattern distance of 40 cm bet ween
devi ces.

Messages may consi st of sensor neasurenents perfornmed or conmands
issued in a given working area, which then nust be acted upon by

nei gbouri ng devices in the sane working area. G ven that source and
sink are located in one working area, sink and source of a nulticast
message are often between 3 - 6 mfromeach other. Consequently, it
is required to send a nulticast to a subset of the devices in the
LoWPAN.

In case of conmands to |um naries, nessages nust be delivered within
a clear deadline of about 200nms. In [RFC5867] a deadline of 120 ns
i s suggested for other building applications.

Al t hough nost control nessages are exchanged between cl osely spaced
devices, it is sonmetines necessary, say every hour or |ess
frequently, to send a nmessage to a subset of devices covering the
whol e building. In that case the nmulticast nessage will need to pass
t he edge router of the | owpan and to propagate to other subnets.

3. Milticast requirenents

The Multicast requirenents are derived fromthe characteristics of
the applications. A device is said to be correct it it follows the
mul ti cast algorithm The application characteristics and the network
installation make it possible to add an additional set of network
properties to make the nulticast algorithmnore efficient.

The basic traditional nmulticast requirenents (PUT and GET) are:

o Validity: If sender S sends nessage, m to a group, g, of
destinations, a path exists between S and a destination D, and S
and D are correct, D eventually accepts m

o Integrity: A destination accepts mat nost once from sender and
only if sender sent mto a group including destination.
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0 Agreenent: If a correct destination of g accepts m then al
correct destinations of g accept m

The set of intended destination devices is identified by the

mul ticast (group) |IP address. Every device in the associated

mul ticast group is a destination of the nulticast. Each destination
accepts nessages with as destination the specified IP nulticast
address. Additional multicast requirenents are:

o Tineliness: There is a known constant C such that if mis sent at
time t, no correct destination accepts mafter t+C

For lighting control applications the value of Cis taken as 200 ns.
Thi s requirenment considers the PUT case and not the return of a
response in the GET case.

o0 Odering: Wien niL and n2 sent to the sanme group g, and a receiver
in g accepts nmessage nml before n2, every receiver in g accepts nl
bef ore accepting n2

Ordering applies to PUT and CGET case. Odering can be partial or
total. Partial ordering nmeans that for specified nessage pairs one
of the pair precedes the other. |In case of total ordering, every
message pair is ordered. Partial ordering is obtained by addi ng
message counters in the nmessage such that destinations can order the
nmessages of a given sender. Messages fromdifferent sources are not
ordered. Total ordering can be obtained with vector clocks or using
synchroni zed cl ocks. Vector clocks require a | arge overhead that
increases linearly with the nunber of devices in the network. As

| ong as no synchroni zed cl ocks are avail able, partial ordering seens
the nost realistic. Total Odering is interesting for the discovery
application. Wen two devices announce thensel ves sinultaneously
with conflicting properties, all participants can cone to the sane
decision by favoring the first arrival. Partial ordering is
necessary when a nulticast nessage needs nultiple packets (for
exanpl e di scovery nessages) or when nulticast nessages are sent with
intervals shorter than the throughput del ay.

4. Wreless link characteristics

It is possible to broadcast froma source to a set of devices
reachabl e over good links in one hop. This is not sufficient because
t he set of reachable devices is often a subset of the set of
destination devices. Consequently, additional neasures are needed to
nmake sure that the Agreement requirenent is nmet. A standard

techni que, to reach all devices instead of a subset, stipulates that
every receiver of a broadcast nessage rebroadcasts this nessage
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(flooding). When the nulticast address corresponds with a specified
mul ti cast address in the receiver device, the nessage is delivered.
Thanks to this technique it is assured that when a path exists

bet ween the source and the destination device, the destination device
w Il eventually receive the nessage fromthe sender.

G ven the network density described above, the nulticast can generate
a broadcast stormwith lots of interfering senders. The technique,
also used in Trickle, is to randomy delay the nessage rebroadcast.
However, the | ong del ays can seriously jeopardize the tinmeliness
requi renent. This draft proposes three ways suggested by the
application characteristics, to reduce the interference between re-
br oadcasti ng devi ces:

1. Restrict the scope of the nulticast.
2. Restrict nunber of rebroadcasting devices.
3. Weaken the Tineliness requirenent.

In the application characteristics it is nmentioned that nost control
nmessages have a set of destinations which are closely spaced to the
source. The interference between nulticast sources can be reduced by
l[imting the scope of the broadcast nessage. The ensuing proximty
condition can be formulated for PUT and GET as:

o Proximty condition: A nulticast nessage is accepted by a subset
of devices closely spaced to the sender.

In practice, this condition neans that nost nulticast nmessages can be
constrained to 1-2 hops. It is recommended to put the nmulticast
range under control of the nulticast source.

G ven the stability of the network configuration, the configuration
of good links is also stable over |ong periods (say several days).
When all good links are avail able, the nunber of possible paths

bet ween a source and each of its destinations is probably |arger than
required given the sporadic failure of a good link. Under the
assunption that the qualities of the good Iinks of a given device are
unrel ated, the failure of good |link has no consequence for
alternative good links. Gven the installation characteristics
above, the nunber of paths between source and destinations is nuch

| arger than required to assure that a source device renai ns connect ed
to all its destinations when a good link fails. The nunber of paths
can be reduced by specifying a subset of devices, called relay

devi ces, to rebroadcast nessages. A path can pass froma source via
relay devices to the nmulticast destinations. A relay device can also
be a destination device. In [RFC5867] it is mentioned that 1 out of
2 devices is arelay device. Gven the network densities foreseen
for lighting, a much lower relay density is possible. The reduction
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of the relay devices reduces the risk of interference in the dense
net wor ks descri bed above. An appropriate condition to assure the
presence of a path between source and destination can be fornul ated
as:

o Miltiple relay Iinks: any device has good |links to at |east q
rel ay devices

The value of q is determned by the quality of the links in a given
installation.

However, the probability that a path was tenporarily unavail abl e
cannot be excluded. The tineliness requirenent is too strong for

wi rel ess sensor networks, where packets get lost for nultiple reasons
i ke hidden termnal, nultipath fading, and others. The tineliness
requi renent can be reformul ated for the PUT case as:

O Mjority Tineliness: There is a known constant C, and a subset s
of correct destinations in group g, such that if mis sent to g at
time t, with low probability p, all destinations in s accept m
after t+C

The agreenent requirenment specifies that the destinations in s accept
the nmessage eventually. Both probability p and set s are specified
as function of the installation and linked with the val ue of q.

Usi ng rebroadcast with a |l ow frequency (as in Trickle) assures that

m ssed nessages are eventually repeated. For a lighting application
this neans that in general all lights switch on/off wthin 200 ns and
quite infrequently, (say once a nonth) one out of all lights

swi ctches on/off a bit later (say a few seconds).

5. Recomrendat i on

Fromthe text above energes a nunber of recommendations to nmaeke it

possi bl e to put propagation characteristics of the nulticast

al gorithm under application control.

1. Take into account tineliness and partial ordering requirenments in
mul ti cast al gorithm

2. Exploit the small range of nobst nulticasts and put nulticast
range under application control.

3. Introduce a subset of devices as relay devices to reduce the
nunber of rebroadcasting devices.

4. Use nmpjority tineliness requirenment to bal ance the nunber of
relay devices with respect to the probability that a device
m sses its nulticast reception deadline.
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9.

1

5. Milticast nessages transit through an edge router.

| ANA Consi derati ons
Thi s docunent nakes no request of | ANA

Note to RFC Editor: this section may be renoved on publication as an
RFC.

Security Considerations

TBD
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