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Abstract

Thi s docunent describes INT-path, a cost-effective network-w de
telenetry framework based on INT (In-band Network Tel enetry), by
decoupling the network nonitoring systeminto a routing nechani sm and
a routing path generation policy. |NT-path enbeds SR (Source
Routing) into INT probes to allow specifying the route that the probe
packet takes through the network. Above this probing path control
mechani sm an Euler trail-based path planning policy is devel oped to
generate non-overl apped I NT paths that cover the entire network with
a mninmum path nunber, reducing the overall telenetry overhead. | NT-
path is very suitable for deploynment in data center networks thanks
to their symetric topol ogies.

Requi renent s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMVENDED', "NOT RECOMMENDED', "MAY", and
"OPTI ONAL" in this docunent are to be interpreted as described in BCP
14 [ RFC2119] [ RFC8174] when, and only when, they appear in al

capitals, as shown here.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi mnum of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”
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1. Introduction

At present, conducting fine-grained, network-wide traffic nonitoring
pl ays an increasingly significant role in maintaining | arge-scale

conputer networks. It enables fine-grained network-wide visibility
to ease the fast detection and |ocalization of network gray
failures[Jial]. It also inproves the network traffic |oad bal anci ng

with the prior know edge of |ink congestion. The network-w de
traffic nonitoring can be well applied to all types of networks,
especially data center networks, where traffic is highly dynam c and
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network failures occur silently, while user perception of network
| atency is expected to be bounded.

In traditional network nonitoring, nmanagenment protocols, such as SNW
(Si nmpl e Networ k Managenent Protocol)[ RFC1157] are coarse-grai ned and
involve a large device query |atency due to the constant interaction
bet ween the control plane and the data plane. To aneliorate the
performance issue, INT is proposed to achieve fine-grained network
nmonitoring. |INT allows packets to query device-internal states such
as queue depth, queuing |latency when they pass through the data pl ane
pi peline, without requiring additional intervention fromthe control
pl ane CPU. At the last hop of the path, the packet containing the
end-to-end nonitoring data can be sent to a renote central controller
for data analysis. |INT can print device-internal states to either
specified flows of traffic or additionally introduced probe packets.
In this docunment, our proposal relies on INT’"s probe packet node.

INT is essentially an underlying primtive that need the support of
speci al hardware for device-internal state exposure. To achieve
network-wi de traffic nonitoring, INT further requires a high-Ievel
orchestration built upon it. In our proposal, nultiple controllable
probi ng paths are generated to nonitor the entire network. To reduce
the telenetry overhead of additional probe packets for the original
net wor k, such orchestration should be better follow the foll ow ng
design principl es:

o It should use non-overl apped probing paths to conpletely cover al
net wor k edges to reduce unnecessary bandw dt h occupati on.

o It should keep the path nunber as small as possible to | essen the
processi ng overhead of the telemetry workload sent to the
controller.

Thi s docunment addresses the problem of "In-band Network-w de

Tel enetry"”, and proposes INT-path, a telenetry franework to achi eve
i ghtwei ght network-wide traffic nonitoring. Specifically, we enbed
SR into INT probes to allow specifying the route the probe packet

t akes through the network. Based on the routing nmechanism we design
two path planning policies to generate nultiple non-overlapped | NT
pat hs that cover the entire network. The first is based on DFS
(Dept h-First Search) which is straightforward but conputationally-
efficient. The second is an Euler trail-based algorithmthat can
optimal |y generate non-overl apped INT paths with a m ni mrum path
nunber .
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2. Pr obl em St at enent

Thi s docunent proposes INT-path to solve the follow ng technica
chal I enges of building a network-w de telenetry system based on | NT:

0 Uncontroll able probing path. As an underlying primtive, INT only
defines how to extract device-internal states using probe packets.
However, the probe packet itself cannot proactively deci de which
path to nonitor since it does not have any path-related prior
knowl edge. |If the INT header is enbedded in an |IP packet, the
probing path will be passively decided by its destination IP
address together with the routing table in each network device,
| eavi ng probing path totally uncontrollable by the I NT packet
sender. G ven the uncontrollable probing path, it is not easy to
wor k out purposive strategies to optimally generate nultiple
probi ng paths for achieving cost-effective network-w de tel enetry.

o Telenmetry overhead. During traffic nonitoring, we need
periodically performthe INT operation at all devices and notify
the controller about the underlying traffic status. However,
straightforwardly conducting INT at each device or device chain
i ncurs significant performance overhead: (1) INT will inject
probes into the network, which will occupy a fraction of |ink
bandwi dth (the finer INT sanpling granularity, the nore bandw dth
will be consuned). (2) INT agents nust be depl oyed for probe
generation and collection as the extra cost (the higher nunber of
separated I NT paths, the nore INT agents need to be depl oyed).

(3) Besides, as the INT agent nunber grows, the controller wll
suffer froma performance penalty for handling increased telenetry
wor kl oad sent fromthose | NT agents.

To tackle these problens, this docunment proposes |NT-path, a
framework for network-wi de telenmetry, by decoupling the systeminto a
routi ng mechani smand a route generation policy. The underlying
mechani sm al | ows network operators or |INT agents to specify a
particular path for nonitoring, addressing the uncontrollable path

i ssue (see section3 for details). The policy built upon the
mechani sm generates nultiple INT paths to cover the entire network
and a good policy is expected to mnimze the telenmetry overhead with
the | east path overl apping as well as the mnimzed total path nunber
(see section4 and section5 for details).

3. Source Routing-based Path Mnitoring (Mechani sm
Thi s docunent addresses the uncontrollable path issue via the
technique of SR Figure 1 shows the SR-based telenetry architecture

as well as the probe packet format. Although SR is not a new
techni que, we innovate to couple it with the INT probe using the P4
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3.

1

| anguage [P4] to inplenment user-specified or on demand path
nmoni t ori ng.

| <-- Vari abl e | ength -- >
| 22B |
oo - oo - S S +
| INTn | | INT2 | INT1 |
oomm - oomm - oomm - oomm - +
\ /
\ /
\ /
\ /
oo oo - oo - oo oo +
| ETH | IP | SR | INT | UDP |
S B B S S +
/ \
/ \
/ \
/ \
oo Fommm - oo oo +
| Portn | | Port2 | Portl |
S R B S R S R +
| 4b |
| <---------- 512b  --------- >

Figure 1. Probe packet format
Packet Header For mat

Theoretically, the SR | abel stack and the I NT |abel stack can be

pl aced above either the I P header or the UDP header. |If placed above
t he UDP header, they need to occupy an extra port nunber, which is
likely to conflict with the port nunber chosen by the end hosts for a
certain application. Wiile, if placed above the I P header, they only
occupy an | P protocol nunber, and then we can choose an unused
protocol nunber according to existing RFC specifications. Therefore,
t he program chosen by this docunent is to place the SR | abel stack
and the INT | abel stack above the IP header as shown in Figurel. One
thing to declare is that although we design a custom zed header
format as follows for the probe packets, the network devices can
still correctly forward these packets provi ded that protocol -

i ndependent forwarding is supported.

o DP: DP neans Destination Port which is set to "SR INT_PORT" to
informthe packet parser that it is an SR-INT probe (i.e., INT
probe packet with an SR | abel stack).
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0]

3. 2.

D P. DI P neans destination |P address of the probe packet which is
set using controller’s IP to guarantee that the probe packet wll
finally be forwarded to the controller for further analysis.

SR A 512-bit space is reserved for the SR | abel stack above the

| P header. A 4-bit space is allocated for each SR | abel to denote
the router output port ID thus can maxi mally support 16 out put
ports for each router.

I NT: Above the fixed-length SR | abel stack, a variable-length I NT
| abel stack is allocated. Each INT | abel occupies 22B contai ni ng
the informati on such as device ID, ingress/egress port, egress
queue depth. Since P4 currently does not well support parsing
doubl e variable | ength stacks in the packet header, the SR | abel
stack with a fixed length is statically allocated and the right
shift operation is used to performthe "stack pop" behavior.

Forwar di ng Behavi ors

In the SR-based telenetry architecture, three types of logic routers
are proposed with different functionalities: the INT generator, the
I NT forwarder and the INT collector (as shown in Figure 2).
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S N + S N +
| End Host | | End Host |
I + I +
I I
| |
T + T +
| INT | | INT |
| gener at or | | col | ector|
S + S +
| oo + |
| | INT | |
| | | f orwar der | | |
| oo + |
| / \ |
| / \ |
| R + R + |
| | INT | | INT | |
| | forwarder| | forwarder| |
| S + S + |
I \ / I
I \ / I
| oo + |
| | INT | |
| | f or war der | |
| oo + |
| |
e +
| Controller |
T +

Figure 2. Source routing-based path nonitoring

0 |INT generator: The INT generator is responsible for spawning the
SR- I NT probe packets at the first hop of the nonitoring path.
Si nce packet generation directly fromthe data plane is currently
undefined in P4, we consider a workaround to periodically generate
"enpty" probes fromthe outside by either the router/switch CPU or
a host attached to the network device. Wen the probe arrives at
the data plane, the INT generator will rewite its packet header
to allocate the SR | abel stack and add its local |INT information
usi ng header.setValid() in P4 before forwardi ng the packet.
Specifically, the INT generator will push the output port IDs into
the SR | abel stack in the packet header. The sequence of the
output port IDs (i.e., howto forward the packet across the
network) is predetermined at the controller via centralized route
cal cul ation
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0 |INT forwarder: The INT forwarder perforns packet forwardi ng of
either the SR-INT probes or the background traffic, according to
t he DP nunber of the incomng traffic. |If the DPis
"SR I NT_PORT", the INT forwarder will performlabel swtching and
forward the packet only according to the output port |ID popped
fromthe SR | abel stack. The SR | abel is popped once at a router
by right shifting the SR header by 4 bits at each hop. Besides,
the INT forwarder will also push its local INT information into
the I NT | abel stack before forwardi ng the probe.

O INT collector: At the last hop of the nonitoring path, since the
DPis filled wwth controller’s I P address, the INT collector wll
finally forward the probe packet to the controller for further
anal ysi s.

4. DFS-based path planning al gorithm
4.1. AlgorithmaQutline
In this section, we propose a sinple algorithm based on DFS.

When traversing a tree or a graph, DFS starts at the root and

expl ores as far as possible along each branch before backtracking.
The basic idea of the DFS-based path planning algorithmis to
consecutively add the visited vertices into the current path before
backtracking; if we have nowhere to go and have to backtrack, we just
create a new path and add the fork vertex (the first vertex along the
backtracki ng path that has unvisited edges) as the first node of the
new path. After all the edges are visited in the DFS order, we can
extract nmultiple non-overl apped paths covering the entire graph.

A recursive version of the DFS-based path planning algorithmis as
foll ows:

o0 Stepl: Choose vO as the first vertex of the depth-first traversal
and start the algorithm

o Step2: Select one of v0's adjacency vertices vl and mark the edge
between vO and vl as visited, add vO and vl into the current |NT
pat h; continue to search for v1's adjacency vertex v2 and mark the
edge between vl and v2 as visited, add v2 into the current |INT
path; continue to search for v2’'s adjacency vertex v3 and mark the
edge between v2 and v3 as visited, add v3 into the current |NT
pat h; and continue until a vertex vi has no adjacency vertices
t hat has unvisited edges, then mark the vertex vi as visited, and
store the current INT path into set INT path
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4.

2.

0 Step3: Backtrack at the visited vertex vi until a previous vertex
t hat has unvisited edges is found, and find an adjacency vertex of
the previous vertex and mark the edge between them as visited,
then add the previous vertex and the adjacency vertex into a new
current INT path, that is, continue as step2. |If all the
adj acency vertices of the previous vertex have been accessed, then
mark the previous vertex as visited. Step3 continues until all of
the vertices that are reachabl e by backtracking fromvi are
vi si t ed.

o Stepd4: If there are any unvisited vertices, this algorithmselects
one of themas a new source and repeats step2 and step3 fromthat
vertex. Step4 continues until every edge and every vertex has
been visited. Then the set INT path is the nultiple non-
over | apped paths covering the entire graph.

Exanpl e

We show an al gorithm exanple on a network graph of five devices as
shown in Figure 3.

fomo -+ fomo -+ fomo -+
| VO [----] VL [--eeo] V2|
-+ +-+- -+ - -4+
I I
I / I
I / I
I / I
I / I
+-+- -+ - -4+
IRCHEEER
-+ -+

Figure 3. Depth-first graph traversal

At the beginning, vO is pushed into the call stack, pathl = {v0, v1}
and the edge between vO and vl is marked as visited. The pathl
expands as nore and nore vertices are visited in the DFS order. \Wen
pat hl expands to {vO, v1, v2, v3, vl1l}, we have nowhere to go and have
to find the fork vertex. At this tinme, we pop vl fromthe stack and
return to v3, which has an unvisited edge to v4 (notice that the cal
stack push/pop operations are inplicitly perfornmed during recursion).
Then, we identify v3 as the fork vertex because it is the first
vertex along the backtracking path that has unvisited edges. Based
on v3, we create a new path as path2 = {v3, v4}. \Wen path2 expands
to {v3, v4, v2}, we have again nowhere to go and have to backtrack.
But at this time, although we check all the vertices popped fromthe
call stack, we still cannot find any fork vertex. The recursion
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halts when the call stack finally becones enpty. At |ast, we extract
two non-overl apped | NT probing paths (i.e., pathl and path2).

5. Euler trail-based path planning algorithm
5.1. Algorithm Qutline

Al t hough the DFS-based path planning algorithmis conputationally-
efficient, it has no guarantee to m nim ze the nunber of generated
pat hs, which will potentially increase the telenetry overhead,
especially the telenetry workload at the centralized. Here, we
propose an optimal path planning algorithmtaking advantage of the
mat hemati cal properties of the Euler trail/circuit.

In fact, the nmathematical properties of the Euler trail/circuit

al ready indicated the theoretical value of the m ni mum non-overl apped
pat h nunber for covering a given graph. To achieve the theoretical

m ni mum each extracted path froma graph should start from one odd
vertex and end at another odd vertex. |In other words, renoving one
such path froma graph will elimnate a pair of odd vertices from
that graph. According to the above observation, we devise an Eul er
trail-based algorithmto iteratively extract a path between a pair of
odd vertices until all the vertices/edges are extracted fromthe
ori gi nal graph.

Al t hough the al gorithm sounds rather straightforward as an iterative
path extraction process, the devil lies in the detail of dealing with
several boundary cases. To be nore specific, the devil lies in the
possibility that an extracted path can split one connected graph into
mul ti pl e subgraphs, which definitely conplicates the iterative path
extracti on process.

Next we explain the optinmal algorithmin detail. W use Gto
represent the network graph, which is initialized to be one connected
graph and may al so becone nultiple di sconnected subgraphs caused by
path extraction during algorithmiteration. W use Qto represent
the path set which is initialized as an enpty set and will finally
contain the generated non-overl apped INT paths. W use Gp to
represent extracting a path p fromthe graph G which will possibly
further split the graph(s) G into nore subgraphs.

Actual ly, w thout considering the conplexity of graph split, for a
gi ven connected graph, there are mainly three different cases for
path extraction. W propose solutions in each of these three cases
as foll ows:

o The first case is: The graph does not contain any odd vertex. W
can extract an Euler circuit fromthe graph, which will traverse
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every vertex of the graph. The Euler circuit can be found wth
the Hi erhol zer’'s algorithm[H erholzer] and inserted into Q The
Hi erhol zer’s algorithmis an efficient algorithmfor finding Euler
trails and Euler circuits.

o The second case is: The graph contains two odd vertices. W just
find an Euler trail between the two odd vertices as the path to be
extracted. Under this circunmstance, an Euler trail can also be
found with the Hierhol zer’s algorithmand inserted into Q

o The last case is: The graph contains nore than two odd vertices.
We shoul d extract an Euler trail between any pair of odd vertices.
In this case, the specific algorithmis as follows:

Stepl: If Gis not enpty, performthe follow ng steps. O herw se
the al gorithmterm nates

Step2: Choose two odd vertices randomy and find a path p to
connect the pair of odd vertices with the Dijkstra s al gorithm or
any other algorithns. Then delete the edges along path p from G
and add path p into Q After this, if the graph(s) in G have been
broken into multiple disconnected subgraphs, then go to step3. |If
the graph in G has not been broken into nultiple disconnected
subgraphs, then go to stepl.

Step3: Use S to store the disconnected subgraphs split fromG
Then, select graphs with no odd vertex fromS and store theminto
T. If neither set T nor set Qis an enpty set, then go to step4.
If set Tis not enpty and set Qis enpty, each subgraph in the set
T is processed in the sane way as in the first case, that is,
using Hierholzer’s algorithmto extract an Euler circuit fromthe
subgraph, then delete the edges along the Euler circuit from G and
add the Euler circuit into Q For each subgraph in set S, if it
has two odd vertices, the subgraph is processed in the same way as
in the second case, that is, using Hierholzer’s algorithmto find
an Euler trail between the two odd vertices as the path to be
extracted, then delete the edges along the Euler trail from G and
add the Euler trail into Q For each subgraph in set S, if it has
nore than two odd vertices, then go to step2.

Step4: For each graph in set T, generate an Euler circuit

T circuit for its full edge coverage. Then search the current Q
to find a path T_path having at | east a sanme vertex with

T circuit. Then, connect T circuit with T _path to create a | onger
new path, and replace the original T path with the new path in Q
and del ete the edges along path T circuit fromG
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5.2. Exanple

Figure 4 shows a path extraction process of the Euler trail-based
algorithm At the start, there is only one connected graph Gl
{1,2,3,4,5,6,7} with 4 odd vertices. Since the nunber of the odd
vertices is larger than 2, we randonly choose two odd vertices (1 and
3), extract a path 1-4-3 from Gl and insert the path into Q The
above path extraction behavior will split the original GL into two
subgraphs Gl {1,2,3} and & {4,5,6,7}. Since Gl has no odd vertex
and set Qis not enpty, we paste the path 1-4-3 in Qwth the Euler
circuit 1-2-3-1 generated fromGlL to create a new path 1-2-3-1-4-3.
The new path will replace the original path 1-4-3 in Q After the
path paste, there is only one graph Gl {4,5,6,7} with 2 odd vertices.
We use the H erholzer’s algorithmto find its Euler trail 5-4-6-5-7-6
as the second INT path in Q The algorithmhalts after all the paths
are extracted.
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+- - - - 43+--- -+ +----+6+----+
/ + \ / + \
+ | + | +
2 | 4 | 7
+ | + | +
\ + [\ + /
+o- oo+l -- -+ +----45+----+
(a)

Gl={1,2,3,4,5,6,7};
S={Gl}, T=Enpty;
odd_nunr4>2;

Q={1- 4- 3};
+----+43 - - - +6+--- -+
/ + / + \
+ | + | +
2 | 4 | 7
+ | + | +
\ + \ + /
+----+1 +----+5+--- -+
b
G1={1, 2, 3}, ®&={4,5,6, 7};
S={Gl, &}, T={Gl};
T pat h=1-4-3, T_ci rCU|t:1 2-3-1
pat h=1- 2- 3- 4 3;
Q=(1-2-3-1-4-3};
+----46+----+
/ + \
+ | +
4 | 7
+ | +
\ + /
+----+4+54+----+
(c)
Gl={4,5, 6, 7},
S={ R}, T=Enpty;
odd_nune2;

Q={1-2-3-1-4-3,5-4-6-5-7-6};
Figure 4. Path extraction process of the Euler trail-based al gorithm
6. | ANA Consi derations

Thi s docunent introduces no new security issues.
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7. Security Considerations
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