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Abstract

Thi s docunent describes 6Ti SCH security architectural elenents with
hi gh I evel requirenents and the security framework that are rel evant
for the design of the 6Ti SCH security sol ution.
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This Internet-Draft is submtted in full conformance with the
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Internet-Drafts are working docunents of the Internet Engineering
Task Force (I1ETF). Note that other groups nay al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi mum of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on July 13, 2015.
Copyright Notice

Copyright (c) 2015 I ETF Trust and the persons identified as the
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This docunent is subject to BCP 78 and the I ETF Trust’s Legal
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
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i n Protocol Behavi or
MAC Behavi or

The joining node has to transgress fromthe so-called "enbryonic
stage", where it does not have shared keying material with any
net work nodes yet, to the stage where it has shared keying
material with the security manager of the network (who hands out
a network wi de key, anongst other things). |In many cases, the
security manager will be the PAN coordi nator

Initially, the joining node Iistens to an enhanced beacon sent by
its neighbor node. |If this beacon is secured, it can still
extract the visible portion of the enhanced beacon franme (which
includes all franme fields before these were secured by the

nei ghbor node if the frame was authenticated and which incl udes
only the header fields, including potential header information

el enents, otherwise). Wth 802.15.4-2011, the passive scan
procedure supports this (see 5.1.2.1.2). 1In either case, the

j oi ning node stores the PAN Descriptor. Note that it cannot rely
on the authenticity of the PAN Descriptor, since the beacon frane
is either not secured, or it was secured and the joining node did
not have a shared key. Either way, it has to accept the PAN
Descriptor "on face val ue".

The nei ghbor node, if it operates securely, normally does not
accept incomng franmes fromthe joining node, since these would
not be properly secured with the correct keying material.

However, the 802.15.4 specification allows one exception to this:
it al so accepts incom ng nessages fromspecifically identified
devi ces that have diplomatic immunity (have so-called "exenpt
status"). This nmechanismcan be used to facilitate comruni cation
bet ween a joining node and a nei ghbor node till they have
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est abl i shed shared keying material (whereby the joining node can
energe out of its initial enbryonic stage). This can be done as
foll ows:

* The nei ghbor node can tenporarily give the joining node
"exenpt status", e.g., after failed incomng security
processing (thereby, allow ng subsequent unsecured data franmes
fromthis joining node to be accepted *fromthis specific
device*). It can also populate the table with exenpt devices
vi a ot her neans.

* The higher layer can switch on/off this "exenpt status”
facility for specific joining nodes based on |local criteria
(one joining node at the tine; device open for enroll nent of
devi ces or not, pre-popul ated table, etc.)

* The higher |ayer of the nei ghbor node should ensure that this
facility is only used for MAC data frames that correspond to
initial join nmessages.

* The higher layer can use this "exenpt status" flag for
out goi ng nmessages back to the joining node (where this
i ndi cates "pl ease send nessage unsecured" (since nessage to
newbee joi ning node with diplomatic imunity status).

Once the joining node and the nei ghbor node have established a
shared key, the neighbor node can Iift the diplomatic immunity
status of the joining node (by renoving the "exenpt status" flag
corresponding to this device), after which it nmay only accept

i ncom ng nessages fromthe joining node if these are properly
secured. Conversely, the joining node can now update its
security policy settings, after which it may only accept properly
secured nessages received fromthe nei ghbor node. Note that from
t hat noment on, the comruni cations between the joining node and

t he nei ghbor node can all be authenticated, including tine
corrections that are very inportant for proper operation of TSCH
(where, e.g., neighbor node is tinme "clock tower" for joining
node) .

Conceptual ly, the use of the "exenpt flag" could be considered as
a nechanismfor formng a tenporary two-node "join network"
(consisting of the joining node and its nei ghbor node), in which
join-rel ated nessages are allowed to flow unsecurely. This does
not nean, however, that these nodes operate in a separate PAN

t hough, since incomng frame processing relies on filtering on a
single destination PAN Identifier (see 802.15.4-2011, 5.1.6.2),
which inplies that the nei ghbor node can only be part of a single
PAN (802. 15. 4-2011 does not know the concept of "nmultiple PAN
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instances"). This also inplies that there is no nechanismwthin
802.15.4 to designate franes for "join" purposes or other special
uses (as Wreless HART seens to do with enhanced beacon franes).
O course, there are ways to still artificially realize this,
e.g., based on context information (overl oading semantics of
schedul es) or based on yet-to-be-defined information elenents (so
as to make these act as franme "sub-types"), should one wish to
emul ate this behavior. Enulating any of this would require
changes to 802.15.4 security processing. Currently, there does
not seemto be a need for this additional conplexity.)

MAC Security Consi derations

Wth 802.15.4-2011, incom ng security processing requires access
to device-specific information of the originating device (stored
on the recipient device in the so-called device descriptor
table). This includes the extended address of the originating
device, the "l owest" unseen frame counter for that device, and
its "exenpt status". Successful incom ng security processing of
a secured frane results in a state change of this device-specific
information (since this updates, e.g., the frane counter).

Successful incom ng security processing of a secured or unsecured
frame may result in other state changes as well if only because

t he device sinply "acts" on the received frame or, e.g., due to
side effects of the successful receipt hereof. Exanples of such
side effects include actions triggered by information el enents
contained in the received frame, such as tinme corrections to the
| ocal clock (which are very inportant for proper operation of

TSCH) .

802. 15. 4- 2011 uses the AEAD schene CCM for frame security, where
the nonce is derived fromthe frame counter and ot her
information. The security of this schenme (or other nonce-based
aut henti cated encryption schene) is void if nonces are ever
reused with the sane key. W give an exanple illustrating how
nonce reuse breaks confidentiality: one can derive fromtwo

ci phertexts the xor of the corresponding plaintext (or the
segnment with the size of the shorter ciphertext). Fromthis

i nformati on and side information on the plaintext (e.g.,
redundancy), one can often recover both plaintexts (with
virtually no remaining anbi guity).

Si nce successful incomng security processing induces a state
change, it is inperative that all cryptographic keys used are,

i ndeed, real keys. |In particular, this inplies that one shal
never use 802.15.4 with "default" keys (fake keys with an easy to
guess, | ow entropy val ue).
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If a device wants to communicate with a corresponding party wth
which it does not share cryptographic keying material yet (e.g.,
because it is a joining node in enbryonic stage), it should send
unsecured frames and *not* frames *obscured* (via security

t hrough obscurity techni ques) using "fake" keys, if only because
of avoi dance of undesirable side effects: if a recipient accepts
an unsecured frane (e.g, because the originator has "exenpt
status"), this does *not* trigger a state change of security-

rel evant paraneters, whereas if a recipient accepts an obscured
frame (secured using a "fake" key), this *does* trigger a state
change of security-rel evant paraneters.

TSCH security with 802. 15.4e-2012 relies on nonces that are
derived fromthe absolute slot nunber (ASN), rather than fromthe
frame counter in the device descriptor. Successul processing of
a secured inconm ng frame depends on both originator and recipient
of the frame having synchroni zed "world views" of the ASN entry.
The ASN is al so used for comruni cati on purposes, since indicates
scheduling information. This "m xed" use (both for comuni cation
and security) is sonewhat problematic, since changes to this
paranmeter for either use has spill-over effects on the other use:
any changes to the ASN as a conmmuni cati on parameter now ni ght
have side effects on security-critical paraneters that coul d,

wor st case, entirely break security; conversely, any changes to
the ASN as a security paraneter, e.g., resulting fromits

i nadverent use with a conprom sed key (or, equivalently, a "fake"
key), could result in unreliability of this paranmeter for

i ndi cating scheduling information. Inpact of ASN mani pul ati on on
security may include reuse of nonces (resulting in conprom se of
t he AEAD ci pher’ s properties), denial-of-service attacks on
sender or recipient (e.g., due to putting the ASN entry "out- of -
sync" on either end), or franme counter reuse (Since

802. 15. 4e- 2012 does not inspect the frame counter in the device
descriptor, but solely relies on the ASN entry). Thus, ASN
entries are very fragile and their use should happen with extrene
care.

As al ready nentioned, ASN anomalies may seriously inpact

security. If any device’'s ASN state is out-of-synch with other
devices, this may result in that device not being able to

communi cate in the network any nore. Wth network-w de keys, the
remedy may include a conbination of rekeying all devices (a
costly proposition) and resetting ASN entries of the inpacted

devi ce.

The security provisions in 802.15.4-2011 and 802. 15. 4e-2012 | eave

sone room for potential Denial of Service (DoS) attacks. W only
di scuss "accidental" DoS attacks for now, which we define as
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those triggered w thout active involvenent of an adversari al
network el enent (active DoS attacks are considered separately).

*

If a device acts on an incomng frane that is
cryptographically secured, it has assurances that this frane
originated froma device with access to the key. Here,
processing a franme with a key provides a nmechani smfor network
segregati on, since proper incomng security processing (and
assum ng non-conprom sed |locally stored security-rel evant

mat eri al and processes) allows one to draw concl usions as to
whet her originator and recipient belong to the sane "group”
(the key-sharing group). This propery holds if the incom ng
frame has an authenticity tag; in sonme cases, this may al so
hold if the frame was only encrypted, but not authenticated.
This "network segregation” property hol ds i ndependent of

whet her the key was actually a real key (cryptographic key);
t he nunber of groups created depends on the nunber of these
group keys (perhaps, nore properly ternmed "group identifiers"”
if of no cryptographic use) used.

A joining node nust make its decision to join the network
based on information derived from processi ng an enhanced
beacon. Since it is in enbryonic stage, it has to take this
information at face value (no matter whether this beacon was
cryptographically secured or not). |In theory, this may give
rise to dilemmas of choice, i.e., howis a joining node to

pi ck whi ch beacon to act upon? As already said, one could
reali ze network segregation using a "default" key, whereby the
j oi ning node and the beaconi ng device woul d be able to check
menber ship of the sane | oosely defined group (this is the
mechani sm Wrel ess HART uses). However, as nentioned before,
this could potentially adversely inpact 802.15.4-2011 and

802. 15. 4e-2012 security. Even if one discards security
concerns, this only establishes nenbership of a very crudely
defined group (e.qg., if one uses as "default" key the fixed
val ue "6tisch-default-join", this would have any joi ni ng node
accept any 6tisch-beacon). The sane filtering nechani smcoul d
al so, without any possible security side effects, be realized
by partitioning the "language of well-formed frames" and,

e.g., filtering enhanced beacons on the data object "6tisch-
default-join" (e.g., when including this tag as a Header

I nformation Elenent with the beacon). |[If one does not use
such explicit "tags", one could conceivable al so accept beacon
frames that inplenent an alien protocol, rather than

802. 15.4e-2012. It is, however, quite unlikely that a random
alien frame will pass incomng frane filtering, since 802.15.4
i ncom ng franme processing checks for well-fornedness.

Checking sone built-in redundancy of well-formed franes
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thereby nost likely filters out virtually all unwanted alien
frame types. Such filtering could, e.g., include a "language
check” as to fixed fields in information el ements. For
enhanced beacon franmes for TSCH, e.g., the header fields of
the synchroni zation IE, tineslot |E, and header |E contai ned
herei n have fixed 2-octet val ues 0x1a06, 0Ox1c01, and 0x1d01,
respectively, thereby providing up to 48 bits of redundancy.
This provides simlar filtering functionality as the explicit
"6tisch-default-join" tag nmentioned before, but w thout the
need to introduce an explicit tag or to conmunicate this
separately over the air.

It should be enphasized (again) that none of the nechani sns above
protects against active attacks.

1.3. Join Protocol Behavior
1.3.1. Device Enroll ment Phases
The join protocol consists of three phases, viz.

1. Device Authentication: The joining node and proxy network node
aut henticate each other and establish a shared key, so as to
ensure on-goi ng authenticated communi cations. This nmay involve a
server as a third party.

2. Authorization: The proxy network node deci des on whet her/ how to
authorize a joining node (if denied, this may result in | oss of
bandwi dth). Authorization decisions may involve other nodes in
t he net wor k.

3. Configuration/Paraneterization: The proxy network node
di stributes configuration information to the joined node, such as
scheduling information, |IP address assignment infornmation, and
network policies. This nmay originate from other network devices,
for which it acts as proxy. This step may al so include
di stribution of information fromthe joining node to the network
node and ot her nodes in the network and, nore generally,
synchroni zation of information between these entities.

The device enrollnent process is depicted in Figure Figure 1, where
it is assuned that devices have access to certificates and where
entities have access to the root CA keys of their comunicating
parties (initial set-up requirenment). Under these assunptions, the
aut henti cati on step of the device enroll ment process does not require
online involvenent of a third party. Mitual authentication is
perfornmed between the joining node and the proxy using their
certificates, which also results in a shared key between these two
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entities. The proxy assists the joining node in nutual

aut hentication with the server, which also results in a shared (end-
to-end) key between those two entities. The server nay arbitrage

net wor k aut hori zati on of the joining node (where the proxy wll deny
bandwi dth if authorization is not successful) and may distribute

net wor k- speci fic configuration paraneters (including network-w de
keys) to the joining node. In its turn, the joining node may provide
di stribute/synchroni ze information (including, e.g., network
statistics) to the server node.

The server functionality is a role and may be inplenmented with one
device (centralized) or wwth nultiple entities (distributed). In

ei ther case, nutual authentication is established with each physical
server entity with which a role is inplenmented. Note that in the
above description, the proxy does not solely act as a relay node.
For nore detailed rationale, see the relevant detail ed descriptions
further in this docunent. This also provides sone insight into what
happens in case the initial set-up requirenents are not net or sone
ot her out-of-sync behavior occurs and suggest sonme optim zation in
case server-related information is already available with the proxy
node (caching).

When a device rejoins the network in the sane authorization donmain,
the authorization step could be omtted if the server distributes the
aut hori zation state for the device to the proxys when the device
initially joined the network. However, this generally still requires
t he exchange of updated configuration infornmation, e.g., related to
ti me schedul es and bandw dth all ocati on.
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{j oi ni ng node} { nei ghbor} {server, etc.}
Hommm - + dommmmm - + R LR +
| Node | | Proxy | +-- | CA |e.g
A | B | | +
IR —— + IR —— + | IR —— +
| | +--|Authoriz.|e.g
| <----Beaconing------ | | +--------- +
| | | +
| <- - Aut henti cati on-->| +--| Routing |e.g.
| | <--Authorization-->| +--------- +
[ <-----cmmm e - - | | IR —— +
| | +--| Gateway |e.qg.
I >| | S +
| | <--Configuration--> +--------- +
| <-----mee e | +- - | Bandwi dt h| e. g.
R +

certificate
i ssuance

menber shi p
t est

| P address
assi gnment

backbone,
cl oud

PCE
schedul e

Figure 1. Network joining, with only authorization by third party

1.3.2. Join protocol description

NOTE: the description bel ow considers the scenari o where devi ces have
credentials on board and where the nei ghbor does not sinply act as a

relay node only. Qher scenarios will be considered in future

versions of this draft.

1. Upon hearing the enhanced beacon, the joining node stores the

PAN descri ptor.

2. The joining node uses local criteria, including information
contained in the PAN desciptor, to determ ne whether it w shes

to join the network.

3. The joining node sends the first join protocol nessage to the

nei ghbor node. This nessage corresponds to one or nore

unsecured MAC data franes. This nessage includes the joining

node’ s key contribution and credenti al s.

4. The nei ghbor node processes the incomng join nessage fromthe
j oi ni ng node and, depending on local criteria (including a check
that this is a join nmessage), grants the joining node tenporary
di plomatic immunity status ("exenpt stauts”) froma MAC
perspective (if not granted, this sinply results in a rejected

incomng frane at the MAC | ayer).

Struik Expires July 13, 2015
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The nei ghbor node perforns sone checks on the incom ng nessage.
If successful, it sends a first return join protocol nessage to
the joining node. This nmessage corresponds to one or nore
unsecured MAC data frames. This nessage includes the nei ghbor
node’ s key contribution and credentials. It may al so include
the server’s cached first return join protocol nessage info. At
this point, the neighbor node is capable of deriving the shared
key with the joining node based on inputs received and |ocally
mai nt ai ned status information.

The joini ng node perforns sone checks on the incom ng nessage
(including that it received this nessage fromthe nei ghbor node

and that this is a join nmessage). |If succesful, it derives a
shared key with the nei ghbor node and may derive a shared key
with the server (it may al so postpone the latter till required

["Iazy evaluation"]).

The joini ng node sends a second join protocol nessage (a key
confirmati on nessage) to the nei ghbor node and may i nclude sone
ot her information (so-called piggy-backed info). The piggy-
backed i nformation includes configuration information to be
passed fromthe joining node to the nei ghbor node. This nessage
corresponds to one or nore unsecured MAC data franes.

The joining node sends a simlar second join protocol nessage
(anot her key confirmation nmessage, including piggy-backed
information) to the server. The piggy-backed infornmation

i ncl udes configuration information to be passed fromthe joining
node to the server that allows the server to check the joining
node’s true credentials and sonme network-rel evant paraneters

(i ncluding the ASN nunber and the joining node’s |ocal schedule
mai ntai ned with the nei ghbor node). This nessage corresponds to
one or nore unsecured MAC data franes. This nessage nmay be
conmbined with the nessage sent to the neighor node, since it
travels along the sane initial communication path

The nei ghbor node checks the received second join protocol
nmessage (the key confirmation nessage and received pi ggy-backed
info), including that this nessage originated fromthe sane
device as the previous join protocol message and that this
nmessage is a join nessage. |If successful, it clears the "exenpt
status" attribute of the joining node in the DeviceDescriptor
(thereby, lifting diplomatic imunity status for the joining
device) and adds the {data key, joining node} pair to its
KeyDescriptor list. It also stores policy-related attributes
for this key. It may update sonme additional state, based on the
pi ggy- backed info received fromthe joining device. The
clearing of the "exenpt status" flag nmeans that it will only
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accept incom ng secured franmes fromthe joining node fromthat
nonment onwar ds.

The server checks the received second join protocol nessage (key

confirmati on nessage and recei ved piggy-backed info). |If
successful, it adds the {data key, joining node} pair to its
locally maintained Iist of end-to-end keying nmaterial and
includes policy-related attributes for this key. It sends its

own second return join protocol nessage (another key
confirmati on message, including piggy-backed configuration
information) to the joining node. This is actually sent to the
nei ghbor node it received the first join protocol nessage from
who in turn forwards this to the joining node (here, the

nei ghbor node acts in storing node and knows the | ocal network

t opol ogy the server may not know (yet)). NOTE: this requires

t he nei ghbor node to renenber sone information pertaining to the
joining node (mainly, the {data key, joining node} pair of the
KeyDescri ptor and the |ocal conmunication schedule with the
joining node). This may include an explicit notification to the
nei ghbor node that the joining node is authorized to join the
network. |If so, this authorization part of this nessage is
secured, using end-to-end security between the server and the
nei ghbor node.

The nei ghbor node checks the authorization-related info, if

i ndeed contained in this nessage (if denied, it may clear the
joining node related info fromits tables). |If successful, it
forwards this information along with its own second return join
prot ocol nessage (key confirmation nessage and pi ggy- backed
info) to the joining node. Qobviously, this can be done
separately as well, but travels over the sane (single hop)
conmuni cati on path

The joi ni ng node checks the received second join protocol
nmessage (the key confirmation and piggy-backed info) fromits

nei ghbor node. |If successful, it adds the {data key, nei ghbor
node} pair to its KeyDescriptor list. It also stores policy-
related attributes for this key. |If not successful, it clears

its local table with info pertaining to the nei ghbor node.

The j oi ni ng node checks the received second join protocol
message (the key confirmation and pi ggy-backed info) fromthe

server. |f successful, it adds the {data key, server node} pair
toits locally maintained |list of end-to-end keying material and
i ncludes policy-related attributes for this. It nmay al so update

its local state, based on information contained in the piggy-
backed info received fromthe server. Updates of |ocal state
may be subject to additional local criteria, such as consistency
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of status information obtained from nei ghbor node and server
node (e.g., pertaining to the ASN field, PAN identifier, or
scheduling information). This may give rise to triggered
alerts. If not successful, it clears its local table with info
pertaining to the server node. Depending on local criteria, it
may clear the table with info pertaining to the nei ghbor node.

Remar ks

The join protocol above can be optimzed in various ways,

i ncluding first handling nutual authentication of |ocal

communi cation channels, prior to engaging in non-I|ocal

conmuni cations so as to reduce tinme latencies in case of failure
conditions. This is realized by having the nei ghbor node
authenticate itself to the joining node before initiating non-

| ocal comunications fromthe joining node to the server node
al ong the communi cation path via the nei ghbor node (rather than
at the end of this non-local conmunications). Since 10-hop
comuni cations may take roughly 2.5 m nutes on a TSCH network
and | ocal conmmunication tinme |atencies take roughly 15 seconds,
this could present a significant tinme saving (and reduced

requi renent on keeping state and energy consunption on the

j oi ni ng device).

The join protocol above takes only one non-|ocal communication
bet ween t he nei ghbor node and the server node. This assunes
that the nei ghbor node is able to cache security-rel ated
information fromthe server. Since this includes certificate-
related information of the server node (which may require nore
t han one cl assical 802.15.4 MAC frane to carry), this may
present significant comunication time |atency savings.

Qovi ously, an additional |ong-haul round trip may be required
shoul d this cached information be stale (keeping this
information in sync is a responsibility of the nei ghbor node).
Wth caching, this turns the join protocol described above into
the nost efficient possible, in terns of conmunication tine

| atencies involved. At the sane tinme, this protocol has very
strong security properties, unmatched by | egacy protocols [...].

The join protocol above assunes authentication of the joining
node to the nei ghbor node, before non-local traffic takes place.
This assists in thwarting denial -of-service attacks on "das

Hi nterl and” of the neighbor node triggered by joining nodes with
i mproper credentials (unparsable certs). Wile this check is an
aut henti cati on check only and *not* a fine-grained authorization
check, this could be conplenented by additional |ocal "sanity
checks" on the nei ghbor node (device white listing, etc.), thus
allowm ng extensibility to nore fine-grained authorization
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filtering nechanisns. (Further details are outside scope of
t hi s docunment, but may be described |ater.)

The join protocol above assunes authentication of the neighbor
node to the joining node (i.e., the neighbor node is not sinply
a relay node). This potentially assists in thwarting denial of
service attacks on the joining node itself, primarily since it
may allow the joining node to conclude it joined an i nproper

net wor k based on | ocal comrunications only (if the neighbor node
presented an unparsable cert or did not properly authenticate),
rather than having to await a nonlocal verdict via the server
that may take a long tine to materialize. Here, again, nore
fine-grained authorization checks may be realized in scenarios
where the joining node has nore local intelligence to draw from
(Again, further details are outside scope of this docunent for
now. )

The join protocol above includes nutual authentication between
t he j oi ning node and the nei ghbor node and establishnment of a
shared "link key" (to use 802.15.4 parl ance) between these two
devices. This may be useful in case one wishes to trigger tine
synchroni zati on between the joining node and the nei ghbor node
contingent on franes secured using this pair-w se key only.
This woul d strengthen TSCH security conpared to that provided by
t he current 802.15. 4e-2012 specification (which allows tine
synchroni zation to be also triggered by franes secured using a
net wor k- wi de key, thereby opening the network to attacks by a
si ngl e random conpr om sed node, rather than a specific

conprom sed node [the "clock tower" node] only.)

The join protocol above can al so be "weakened", e.g., by
removi ng aut hentication of the nei ghbor node to the joining node
or vice-versa. As already said, this mght open the protocol to
wi de-spread deni al of service attacks on the network (in case

t he nei ghbor node sinply forwards any joining node traffic,

wi t hout inspection) or denial of service attacks on the joining
node (in case the neighbor node is a bogus node or a node of an

alien network). In some settings, though, practical trade-offs
may favor such a "weakened" approach, e.g., if one wi shes to
"sprinkle" in sufficiently nmany nei ghbor nodes to guarantee
connectivity to the server during initial deploynent. |If so,
one should still have a fall-back strategy in place should
deni al of service attacks becone a reality. (NOTE: These
"weakened" versions will be analyzed in nore detail in a later

version of this draft.)

The join protocol above does not inpose requirenents on the
security of the comrunication path between the nei ghbor node and
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t he server, except that "it should be there" (i.e., there is
connectivity) although there may be additional requirenments to
counter, e.g., denial of service attacks on comuni cations

bet ween nei ghbor node and server. (An exception here is if the
server returns authorization-related information to the nei ghbor
node [which we required to be secured], but which we will ignore
for now. ) Such mnimzation of dependenci es between the join
protocol and the routing protocol may be beneficial for use
cases where one wishes to facilitate "randont installation
process flows. Cbviously, once a node is part of the network,
it should be able to route packets (but that is not part of the
join protocol itself, but next-stage phase).

The join protocol above tries to enbrace a design where the
order of joining would be nostly orthogonal to routing protocol

t opol ogy considerations, if it all possible. |In particular, it
is ainmed to take into account that not all installations follow
the pattern where one has an operational network and where al
non-1| ocal comruni cations during the join protocol not of the
type {joining node - neighbor router} are within the operational
network (i.e., one would like to facilitate scenari os other than
a tree-like structure, where network is built fromtree root up
onwards [this is highly relevant in building control settings]).

The join protocol above exchanges piggy-backed i nformation

bet ween j oi ni ng node, nei ghbor node, and server. This
conceptually would all ow very agressive inplenentations of the
routing protocol, where one intertwi nes routing and join
processes, by including some of the routing-related attributes
as opaque strings in the piggy-backed fields. It should be
noted that the join protocol already supports the routing tree
of the existing network and the "new tree branch" {joi ni ng node
- nei ghbor node}, so all "upwards routes” to the pre-existing
tree roots are inherited right away. The only routes that my
need defining are those towards the newbee joining node. For
reliability reasons, this does require the joining node to have
successfully concluded the join protocol first. As such, there
seens to be no technical reason to intertw ne these protocols:
one should sinply performrouting-rel ated operations only
*after* the join protocol ran its full course.

The join protocol above allows the nei ghbor node to influence
wi th which server the joining node conmuni cates, thus allowng a
di stributed inplenentation of the server.

The join protocol above assunes that the server arbitrages the

correct val ue of supposedly commobn network paraneters, such as
the PAN identifier and ASN field. Here, one should note that
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t he nei ghbor node can indicate, e.g., any PAN identifier and any
ASN entry to its liking in its beacon, which does not
necessarily correspond to the "conmon world view' hereof by the
server.

12. The join protocol above could in theory result in a node joining
the network only locally (i.e., formng a twd-node network with
t he nei ghbor node only), wthout the server or any other nodes
becom ng aware of this. This scenario could arrise if the
j oi ning node is unaware of sone server-rel ated context
information and if the nei ghbor node sinply usurps the server
role itself. The inpact of this "hidden node" type scenario
depends on hi gher-layer, end-to-end design details. Froma MAC
perspective, this could sinply nean that the two-node {j oining
node, nei ghbor node} network is conceptually represented by this
nei ghbor node, where the internal structure of this two-node
network remai ns hidden for other nodes.

4. Routing Behavi or

TBD.

| ANA Consi derati ons

There is no | ANA action required for this docunent.
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