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Abstract

Thi s docunent suggests the necessity of a framework of network
telenmetry and articul ates the categories and conponents of such a
framewor k. The requirenent, challenges, existing solutions, and
future directions are discussed for each category of the franmework.
The framework for network telenetry hel ps to set a conmon ground for
the collection of related works and put future devel opnments into

per specti ve.
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1. Mbti vati on

I ntent - based automatic network is the | ogical next step of network
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evolution, aimng to reduce human | abor, make the nost efficient use

of network resources, and provide better services. Tools based on
machi ne | earni ng technol ogi es and big data anal ytics are powerful

f or

faults, anonmaly, pattern, and policy violation detection. Sone tools

can even predict future events based on history data. The
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observation and inference fromthe network data can gui de the network
pol i cy updates for planning, intrusion prevention, optimzation, and
self-healing. A closed control |loop is therefore achieved.

Net wor Kk OAM provi des necessary visibilities to a network. It plays
an inportant role in Intend-based Networks (1BN).

1.1. Use Cases

Specifically, we have identified a few key network OAM use cases that
service providers need the nost. All these use cases involves the
data extracted fromthe network data plane and sonetines fromthe
network control plane and nmanagenent pl ane:

Pol icy Conpliance: Network policies are the rules that constraint
the services for network access. For exanple, a service function
chain is a policy that requires the selected flows to pass through
a set of network functions in order. Wile a policy is enforced,

t he conpliance needs to be nonitored continuously.

SLA Conpliance: A service-level agreenent defines the |evel of
service a user expects froma service provider, which include the
metrics for the service neasurenent and renedy/ penalty procedures
when the service level msses the agreenent. Users need to check
if they get the service as prom sed and service providers need to
eval uate how they can deliver the services that can neet the
Servi ce Level Agreenent (SLA).

Root Cause Analysis: Network failure often involves a sequence of
chain events and the source of the failure is not straightforward
to identify, especially when t:0Ohe failure is sporadic. Wile
machi ne | earning or other data anal ytics technol ogi es can be used
for root cause analysis, it up to the network to provide all the
rel evant data for anal ysis.

Load Bal ancing and Traffic Engi neering: Service providers are
notivated to optim ze their network utilization for better RO or
| ower CAPEX. The first step is to know the real -tine network
condition before applying policies to steer the user traffic or
adj ust the | oad balancing algorithm In sone cases the network
m cro-bursts need to be detected in a very short tinme-franme so
does the fine grained traffic control can be applied to avoid the
possi bl e networ k congesti on.

Packet Drop Detection: Sporadic packet drops in networks are

notoriously hard to | ocate and debug. Network operators are
pl agued by the lack of tools that can identify the packet drop
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| ocati ons and reasons. Both active and passive neasurenents are
not very effective in solving this problem

These use cases show that the conventional OAMtechni ques are not
enough for the foll ow ng reasons:

0]

2.

Al :

Most use cases need to continuously nonitor the network and

dynami cally refine the data collection in real-tinme. The poll-
based | owfrequency data collection is ill-suited for these
applications. Streamng data directly pushed fromthe data source
is preferred.

Vari ous data are needed fromany place ranging fromthe packet
processing engine to the QS traffic manager. Traditional data
pl ane devi ces cannot provide the necessary probes. An open and
programuabl e data plane is therefore needed.

Many application scenarios need to correlate data fromnultiple
sources (e.g., fromdistributed nodes or fromdifferent network
plane). A pieceneal solution is often |ack of the capability to
consolidate the data fromnmultiple sources. The conposition of a
conpl ete solution can be guided by a conprehensive franmework.

The passi ve neasurenent techni ques can either consune too nuch
network resources and render too nuch redundant data, or lead to
i naccurate results. The active neasurenent techni ques are
indirect, and they can interfere with the user traffic. W need
techni ques that can collect direct and on-demand data from user
traffic.

Ter mi nol ogy and Abbrevi ati ons

Artificial Intelligence. Use nachine-I|earning based
t echnol ogi es to automate network operation.

BMP: BGP Monitoring Protoco

DNP:  Dynam c Network Probe

gNM :  gPRC Network Managnent |nterface

gRPC. gRPC Renote Procesure Cal

| BN: | nt ent - Based Net wor k

IPFIX: |IP Flow Informati on Export Protocol

| PFPM | P Fl ow Performance Measur enment
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ICGAM  In-situ OAM
NETCONF: Networ k Confi guration Protocol

Network Telenetry: A general termfor techniques to gain network
visibility, through network data collection for anal ysis and
measur enent .

NMS:  Networ k Managenent System

OCAM  (Qperations, Admnistration, and Mi ntenance. A group of
net wor k managenent functions that provide network fault
i ndication, fault |ocalization, performance information, and data
and di agnosi s functi ons.

SNMP:  Si npl e Net work Managnent Protoco
YANG A data nodeling | anguage for NETCONF
YANG FSM A YANG nodel to define device side finite state machine

YANG PUSH: A nethod to subscribe pushed data fromrenote YANG
dat astore

1.3. Network Telenetry

For a long tine, network OAM applications rely on protocols such as
SNWP [ RFC1157] to nonitor the networks. SNWP can only provide
limted informati on about the network. Since SNMP is poll-based, it
incurs |ow data rate and hi gh processi ng overhead. Such drawbacks
make SNVP unsuitable for today’s automatic network applications.

Network telenmetry has enmerged as a mainstreamtechnical termto refer
to the newer technol ogies of data collection and consunption in the

| BN paradi gm distinguishing itself formthe convention technol ogi es
for network OAM It is expected that the network telenetry can
provi de the necessary network visibility for automated network OAM
address the shortcom ngs of the conventional technol ogies, and all ow
t he emergence of new technol ogi es.

Al t hough the network telenetry technol ogi es continue evol vi ng,
several defining characteristics of network telenmetry have been wel |
accept ed:

o Instead of polling data fromthe network devices, the telenetry

col | ector subscribes the stream ng data pushed fromthe data
source in network devices.
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4.

o0 The data is normalized and encoded efficiently for export.

o The data is nodel -based which allows applications to configure and
consunme data with ease.

In addition, we believe the ideal network telenmetry should al so
support the follow ng features:

o The data can be custom zed at runtine to cater the specific need
of applications. This needs the support of a programmabl e data
pl ane which all ows probes to be deployed at flexible |ocations.

o The data for a single application can cone fromnultiple data
sources (e.g., cross dommin, cross device, and cross |ayer) and
need to be correlated to take effect.

The Necessity of a Network Tel enetry Franmewor k

Bi g data anal ytics and machi ne-| earni ng based Al technol ogies are
applied for network OAM relying on abundant data from networks. The
singl e-sourced and static data acquisition cannot neet the data
requirenents. It is desired to have a franework that integrates
multiple telenetry approaches fromdifferent |ayers and angels, and
allows flexible conbinations for different applications. The
framework will benefit the application devel opnent for the follow ng
reasons.

0 Network visibility presents multiple viewpoints. For exanple, the
devi ce viewpoi nt takes the network infrastructure as the
nmoni toring object fromwhich the network topol ogy and devi ce
status can be acquired; the traffic viewoint takes the flows or
packets as the nonitoring object fromwhich the traffic quality
and path can be acquired. An application may need to switch its
vi ewpoi nt during operation. It may also need to correlate a
service and its network experience to acquire the conprehensive
i nformati on.

o Applications require the network telenetry to be elastic in order
to efficiently use the network resource and reduce the performance
i mpact. The routine network nonitoring covers the entire network
wth | ow data sanpling rate. Wen issues arise or trends energe,
the telenetry data source can be refocused and the data rate can
be boost ed.

o Efficient data fusion is critical for applications to reduce the
overall quantity of data and inprove the accuracy of analysis.
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So far, sone telenetry rel ated works have been done within | ETF
However, these works are fragnented and scattered in different
wor ki ng groups. The lack of coherence nakes it difficult to assenble
a conprehensive network telenmetry system and causes repetitive and
redundant works.

A formal network telenetry framework is needed for constructing a
wor ki ng system The franmework should cover the concepts and
conponents fromthe standardi zati on perspective. This docunent
clarifies the layers on which the telenetry is exerted and deconposes
the telenetry systeminto a set of distinct conponents that the
existing and future works can easily map to.

2. Network Tel enetry Franmework

The telenetry can be applied on the data plane, the control plane,
and the managenent plane in a network, as shown in Figure 1

I

| Control PI|ane|

| Telemetry | <--->
I

I

|
n V | Managenent

I
I
I
I
I
Ho--- - | -------- + Pl ane |
| \Y | Telemetry |
I | I
| Data Plane <---> |
| Telenetry | |
I I I
Fom e Fomm e e e oo oo +

Figure 1: Layer Category of the Network Tel enetry Franmework

Note that the interaction with OAM applications can be indirect. For
exanpl e, in the nmanagenent plane telenetry, the managenent plane may
need to acquire data fromthe data plane. On the other hand, an OAM
application may involve nore than one plane sinultaneously. For
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exanpl e, an SLA conpliance application may require both the data
pl ane telemetry and the control plane telenetry.

At each plane, the telenmetry can be further partitioned into five
di stinct conponents:

Data Source: Determ ne where the original data is acquired. The
data source usually just provide raw data whi ch needs further
processing. A data source can be considered a probe. A probe can
be statically installed or dynam cally install ed.

Dat a Subscription: Determ ne the protocol and channel for
applications to acquire desired data. Data subscription is also
responsi ble to define the desired data that might not directly
avai |l abl e form data sources. The subscribe data can be descri bed
by a nodel. The nodel can be statically installed or dynamcally
i nstall ed.

Data Ceneration: The original data needs to be processed, encoded,
and formatted in network devices to neet application subscription
requi renents. This nmay involve in-network conputing and
processing on either the fast path or the slow path in network
devi ces.

Data Export: Determ ne how the ready data are delivered to
appl i cati ons.

Data Analysis: In this final step, data is consunmed by applications.

Data anal ysis can be interactive. It may initiate further data
subscri ption.
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I I I
| Data | Data |
I I I
I I I

Figure 2: Conponents in the Network Tel enetry Franmework
Si nce nost existing standard-rel ated works belong to the first four
conmponents, in the remaining of the docunent, we focus on these
conponents only.
2.1. Existing Wrks Mpped in the Franmework
The foll ow ng table provides a non-exhaustive list of existing works

(mainly published in | ETF and with the enphasis on the | atest new
t echnol ogi es) and shows their positions in the franmework.
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R U S U +
| | Managenent | Control | Data |
| | Plane | Plane | Plane |
o e e e o - o e e e o - o e e e - o e e e o - +
| | YANG Dat a | Control Proto.| Flow Packet |
| Data | Store | Network State | Statistics |
| Source | | | States |
| | | | |
R o e a o - S o e a o - +
| | gPRC | NETCONF/ YANG | NETCONF/ YANG |
| Data | YANG PUSH | BGP | YANG FSM |
| Subscribe | | | |
| | | | |
Fomm e Fomm e e m e m oo o Fom e e Fomm e oo ok +
| | Soft DNP | Soft DNP | I'n-situ OAM |
| Data | | | | PFPM |
| Generation| | | Hard DNP |
| | | | |
R U S U +
| | gRPC | BMP | I'PFIX |
| Data | YANG PUSH | | UDP |
| Export | UDP | | |
A A e A .

Figure 3. Existing Wrks
2.2. Managenent Plane Tel enetry
2.2.1. Requirenents and Chal |l enges

The managenent plane of the network el enent interacts with the

Net wor k Managenent System (NMS), and provides information such as
performance data, network |oggi ng data, network warni ng and defects
data, and network statistics and state data. Sone | egacy protocols
are widely used for the managenent plane, such as SNWP and Sysl og,
but these protocols do not neet the requirenents of the automatic
net wor k QAM appl i cati ons.

New managenent plane telenmetry protocols should consider the
foll ow ng requirenents:

Conveni ent Data Subscription: An application should have the freedom

to choose the data export neans such as the data types and the
export frequency.
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2.

2.

Structured Data: For automatic network OAM machine will replace
human for network data conprehension. The schema | anguages such
as YANG can efficiently describe structured data and normalize
data encodi ng and transformation.

Hi gh Speed Data Transport: |In order to retain the information, a
server need to send a | arge anount of data at high frequency.
Conpact encoding format is needed to conpress the data and i nprove
the data transport efficiency. The push node, by replacing the
poll node, can al so reduce the interactions between clients and
servers, which help to inprove the server’s efficiency.

2. 2. Push Extensi ons for NETCONF

NETCONF [ RFC6241] is one popul ar network managenent protocol, which
is al so recommended by | ETF. Although it can be used for data
collection, NETCONF is good at configurations. YANG Push
[I-D.ietf-netconf-yang-push] extends NETCONF and enabl es subscri ber
applications to request a continuous, custom zed stream of updates
froma YANG datastore. Providing such visibility into changes nade
upon YANG configuration and operational objects enables new
capabilities based on the renmote mrroring of configuration and
operational state. Mreover, distributed data collection nechani sm
[1-D.zhou-netconf-nulti-streamoriginators] via UDP based publication
channel [1-D.ietf-netconf-udp-pub-channel] provides enhanced
efficiency for the NETCONF based tel enmetry.

2.3. gRPC Network Managenent I|nterface

gRPC Net wor k Managenent Interface (gNM)

[1-D. openconfig-rtgwg-gnm -spec] is a network managenent protocol
based on the gRPC [|-D. kumar-rtgwg-grpc-protocol] RPC (Renote
Procedure Call) framework. Wth a single gRPC service definition,
both configuration and telenetry can be covered. gRPC is an HITP/ 2
[ RFC7540] based open source m cro service conmmuni cation franmeworKk.
It provides a nunber of capabilities that makes it well-suited for
network tel emetry, including:

o Full-duplex stream ng transporting nodel conmbined with a binary
encodi ng nmechani sm provi ded further inproved telenetry efficiency.

0 gRPC provides higher-level features consistency across platfornms
that cormon HTITP/ 2 libraries typically do not. This
characteristic is especially valuable for the fact that telenetry
data collectors are normally resides on a large variety of
pl at f or ns.

o0 The build in | oad bal ancing and fail over nmechani sm
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2.3. Control Plane Telenetry
2.3.1. Requirenments and Chal | enges

The control plane runs the routing protocol (e.g., BG, OSPF, and | S
IS) to calculate the routing table for a network device. The control
pl ane telenmetry nonitors the routing protocols to ensure they are
wor ki ng properly.

2.3.2. BGP Mnitoring Protocol

BGP Monitoring Protocol (BMP) [RFC7854] is used to nonitor BGP
sessions and intended to provide a convenient interface for obtaining
route views. The data is collected fromthe Adjacency-RI B-1n routing
tabl es, which are the pre-policy tables, neaning that the routes in

t hese tabl es have not been filtered or nodified by routing policies.
So the nonitoring station can receive all routes, not just the active
routes.

2.4. Data Plane Telenetry
2.4.1. Requirenments and Chal | enges

An effective data plane telenetry systemrelies on the data that the
networ k devi ce can expose. The data's quality, quantity, and
timeliness nust nmeet sone stringent requirenents. This raises sone
chal l enges to the network data plane devices where the first hand
data origi nate.

0 A data plane device’'s main function is user traffic processing and
forwarding. Wile supporting network visibility is inportant, the
telemetry is just an auxiliary function and it should not inpede
normal traffic processing and forwarding (i.e., the performance is
not | owered and the behavior is not altered due to the telenetry
functions).

o0 The network QOAM applications requires end-to-end visibility from
vari ous sources, which results in a huge volune of data. However,
the sheer data quantity should not stress the network bandw dth,
regardl ess of the data delivery approach (i.e., through in-band or
out - of - band channel s) .

o The data plane devices nust provide the data in a tinmely manner
with the m ni num possi bl e delay. Long processing, transport,
storage, and analysis delay can inpact the effectiveness of the
control |oop and even render the data usel ess.

Song, et al. Expi res Septenber 2, 2018 [ Page 12]



I nternet-Draft Net wor k Tel emetry Framewor k March 2018

2.

2.

0o The data should be structured and | abel ed, and easy for
applications to parse and consune. At the sane tinme, the data
types needed by applications can vary significantly. The data
pl ane devi ces need to provide enough flexibility and
programmability to support the precise data provision for
appl i cations.

o The data plane telenmetry should support increnental deploynment and
wor k even though sone devices are unaware of the system This
challenge is highly relevant to the standards and | egacy networKks.

4.2. Dynam c Network Probe

Har dwar e based Dynami c Network Probe (DNP) [I-D. song-opsawg-dnp4iq]
provi des a programabl e nmeans to custom ze the data that an
application collects fromthe data plane. A direct benefit of DNP is
the reduction of the exported data. A full DNP solution covers
several conponents including data source, data subscription, and data
generation. The data subscription needs to define the custom data
whi ch can be conposed and derived fromthe raw data sources. The
data generation takes advantage of the noderate in-network conputing
to produce the desired data.

Whil e DNP can introduce unforeseeable flexibility to the data pl ane
telenetry, it also faces sone challenges. It requires a flexible
data plane that can be dynamically reprogramred at runtine. The
programm ng APl is yet to be defined.

4.3. |IP Flow Information Export (IPFIX) protocol

Traffic on a network can be seen as a set of flows passing through
network el enments. |P Flow Information Export (I1PFIX) [RFC7011]

provi des a neans of transmtting traffic flow information for

adm ni strative or other purposes. A typical |PFIX enabled system

i ncl udes a pool of Metering Processes collects data packets at one or
nore Cbservation Points, optionally filters them and aggregates

i nformati on about these packets. An Exporter then gathers each of

t he Cbservation Points together into an Qobservation Domai n and sends
this information via the IPFI X protocol to a Collector.

2.4.4. In-Situ OAM

Tradi ti onal passive and active nonitoring and nmeasurenent techni ques
are either inaccurate or resource-consumng. It is preferable to
directly acquire data associated with a flow s packets when the
packets pass through a network. In-situ OAM (i OAM

[I-D. brockners-inband-oamrequirenents], a data generation techni que,
enbeds a new instruction header to user packets and the instruction
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directs the network nodes to add the requested data to the packets.
Thus, at the path end the packet’s experience on the entire
forwardi ng path can be collected. Such firsthand data is inval uable
to many network OAM applicati ons.

However, i OAM al so faces sone chal l enges. The issues on perfornmance
i npact, security, scalability and overhead limts, encapsul ation
difficulties in sonme protocols, and cross-domai n depl oynent need to
be addressed.
3. Security Considerations
TBD
4. | ANA Consi derations
Thi s docunent includes no request to | ANA
5. Contributors
The other contributors of this docunent are listed as foll ows.
0 Yunan Qu, Huawei
6. Acknow edgnents
TBD.
7. References
7.1. Normative References
[ RFC1157] Case, J., Fedor, M, Schoffstall, M, and J. Davin
"Si npl e Network Managenment Protocol (SNWP)", RFC 1157,
DO 10. 17487/ RFC1157, May 1990,
<https://ww.rfc-editor.org/info/rfcll57>.
[ RFC2119] Bradner, S., "Key words for use in RFCs to Indicate
Requi rement Level s", BCP 14, RFC 2119,
DO 10. 17487/ RFC2119, March 1997,
<https://ww. rfc-editor.org/info/rfc2119>.
[ RFC6241] Enns, R, Ed., Bjorklund, M, Ed., Schoenwael der, J., Ed.
and A. Bierman, Ed., "Network Configuration Protocol

(NETCONF) ", RFC 6241, DO 10.17487/ RFC6241, June 2011
<https://ww.rfc-editor.org/info/rfc6241>.

Song, et al. Expi res Septenber 2, 2018 [ Page 14]



I nternet-Draft Net wor k Tel emetry Framewor k March 2018

[ RFC7011] daise, B., Ed., Trammell, B., Ed., and P. Aitken,
"Specification of the IP Flow Information Export (IPFIX)
Protocol for the Exchange of Flow Information", STD 77,
RFC 7011, DO 10.17487/ RFC7011, Septenber 2013,
<https://ww. rfc-editor.org/info/rfc7011>.

[ RFC7540] Belshe, M, Peon, R, and M Thonmson, Ed., "Hypertext
Transfer Protocol Version 2 (HTTP/2)", RFC 7540,
DO 10. 17487/ RFC7540, May 2015,
<https://ww.rfc-editor.org/info/rfc7540>.

[ RFC7854] Scudder, J., Ed., Fernando, R, and S. Stuart, "BGP
Monitoring Protocol (BMP)", RFC 7854,
DO 10. 17487/ RFC7854, June 2016,
<https://ww.rfc-editor.org/info/rfc7854>.

7. 2. I nformati ve References

[1-D. brockners-inband-oamrequirenent s]
Brockners, F., Bhandari, S., Dara, S., Pignataro, C.
Gedler, H, Leddy, J., Youell, S., Mzes, D., Mzrahi,
T., <>, P., and r. reny@arefoot net works. com
"Requirenents for In-situ OAM', draft-brockners-inband-
oam requi renments-03 (work in progress), March 2017.

[1-D.ietf-netconf-udp-pub-channel]
Zheng, G, Zhou, T., and A. Cemm "UDP based Publication
Channel for Stream ng Telenmetry", draft-ietf-netconf-udp-
pub- channel -01 (work in progress), Novenber 2017.

[1-D.ietf-netconf-yang-push]
Cemm A, Voit, E., Prieto, A, Tripathy, A, Nilsen-
Nygaard, E., Bierman, A., and B. Lengyel, "YANG Dat astore
Subscription", draft-ietf-netconf-yang-push-15 (work in
progress), February 2018.

[1-D. kumar-rtgwg-grpc-protocol ]
Kumar, A., Kolhe, J., Ghemawat, S., and L. Ryan, "gRPC
Protocol ", draft-kumar-rtgwg-grpc-protocol-00 (work in
progress), July 2016.

[1-D. openconfig-rtgwg-gnm -spec]
Shakir, R, Shaikh, A, Borman, P., H nes, M, Lebsack,
C., and C. Morrow, "gRPC Network Managenent Interface
(gNM )", draft-openconfig-rtgwg-gnm -spec-00 (work in
progress), March 2017.

Song, et al. Expi res Septenber 2, 2018 [ Page 15]



I nternet-Draft Net wor k Tel emetry Framewor k March 2018

[1-D. song- opsawg- dnp4i q]
Song, H and J. Gong, "Requirenents for Interactive Query
wi th Dynam ¢ Network Probes”, draft-song-opsawg-dnp4ig-01
(work in progress), June 2017.

[1-D. zhou-netconf-nmulti-streamorigi nators]
Zhou, T., Zheng, G, Voit, E., demm A, and A Bierman
"Subscription to Multiple Stream Oi gi nators", draft-zhou-
netconf-nulti-streamoriginators-01 (work in progress),
Novenber 2017.

Aut hors’ Addresses

Haoyu Song (editor)
Huawei

2330 Central Expressway
Santa O ara

USA

Emai | : haoyu. song@uawei . com

Ti anran Zhou
Huawei

156 Bei qi ng Road
Bei jing, 100095
P. R China

Emai |l : zhouti anran@uawei . com
Zhenbi n Li

Huawei

156 Bei qi ng Road

Beijing, 100095

P. R China

Email: 1izhenbi n@uawei . com

Song, et al. Expi res Septenber 2, 2018 [ Page 16]



