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Abstract

Thi s docunent di scusses the use of One Way Latency (OA) for
enhancing nultipath TCP (MPTCP). Several use cases of OA,, such as
retransm ssion policy and crucial data scheduling are analyzed. Two
ki nds of OAL neasurenent approaches are al so provi ded and conpar ed.
More explorations related with OAL will be hel pful to the performance
of MPTCP.
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1. I nt roducti on

Both end hosts and the internediate devices in the Internet have

basi cal |y been equi pping with nore and nore physical network
interfaces. Wereas multiple interfaces had been wi dely used in
packet forwarding, traffic engineering, etc., the inportance of these
interfaces at the end hosts had been confirmed and utilized

[ RFC6419]. Mbdreover, the increased capacity provided by the nmultiple
paths created by nmultiple interfaces is | everaged to aggregate nore
bandw dt hs, to decrease packet delay and to provide better services.
Unlike traditional TCP [RFC0793], many transport |ayer protocols,
such as MPTCP [ RFC6182] [ RFC6824] enable the end hosts to
concurrently transfer data on top of nmultiple paths to greatly

i ncrease the overall throughput.

Round-trip tinme (RTT) is comonly used in congestion control and | oss
recovery nechanismfor data transm ssion. Yet the key issue for data
transm ssion is sinply the delay of the data transm ssion along a
pat h whi ch does not include the return. The latency for uplink and
downl i nk between two peers may be very different. RTT, which cannot
accurately reflect the delay of the data transm ssion along a path,
can be easily influenced by the latency in the opposite direction
along that path. Therefore, the use of One Way Latency (OAL) is
proposed to descri be the exact latency fromthe tinme that data is
sent to the tinme data is received.
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Thi s docunent expl ains that the performance of current practices of
MPTCP can be further inproved by fully taking advantage of One Wy
Latency (OA) during the transm ssion. The OA conponents in the
forward and reverse directions of a RTT may be asymmetric so that it
can provide a better neasure to the user such as for congestion
control even with the regular TCP. The benefits wll be nore when
there are nultiple paths to choose from

Thi s docunent di scusses the necessary considerations of OAL in MPTCP.
The structure of this docunent is as follows: Firstly, several use
cases of OAL in MPTCP are anal yzed. Secondly, two kinds of OA
nmeasurenents are |listed and conpared. The considerations rel ated
with security and | ANA are given at the end.

The potential targeted audi ence of this docunent are application
programer whose products may significantly benefit from MPTCP. This
docunent al so provides the necessary information for the devel opers
of MPTCP to inplenent the new version APl into the TCP/IP network

st ack.

2. Conventions and Term nol ogy

The key words "MJST", "MJST NOr", "GLU RED', "SHALL","SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

One Way Latency (OAL): the propagation delay between a sender and a
receiver fromthe tine a signal is sent to the tine the signal is
recei ved.

3. Potential Usages of OAL in MPTCP

There are a nunber of OAL use cases when MPTCP is enabled by the
sender and receiver. . Although only 5 use cases are illustrated in
this docunent, nore explorations are still needed.

3.1. Crucial Data Scheduling

During a transm ssion process, there are often sonme crucial data that
need to be immedi ately sent to the destination. Exanples of such
data include the key frame of nultinedia and high priority chunk of
ener gency communi cation. One cannot guarantee the arrival sequence
by using the RTTs al one of the nultiple paths.

The data rate in any given link can be asymmetric. In addition, the

delay in a given direction can change according to the anount of
packet queue. Therefore delay in a forward direction in a path is
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not necessarily the sane as that in the reverse direction as
exenplified in Figure 1.

-------- ONL(s-to-c, pathl)=16ns <mmmmmm--

/ \
| - > ON(c-to-s,pathl)= 5m8 @ ----- |
| / RTT( pat hl) =21ns \ |
ML ML
| | ----- > ON(c-to-s,path2)= 8m  ----- | |
| dient| | Server |
| | ----- ON(s-to-c, path2)= 8ns <----- | |
+------ + RTT( pat h2) =16ns +------ +
| |
|\ I
| - > OW(c-to-s,path3)=10ns  ----- |
\ /

-------- ONL(s-to-c, path3)= 8ns <emmmm---
RTT( pat h3) =18ns

Figure 1. Exanple with 3 paths between the client and the server
with OAL as indicated in the figure. RITT information al one woul d
indicate to the client that the fastest path to the server is path 2,
foll owed by path 3, and then followed by path 1. path 2 is the
fastest, whereas OAL indicates to the client that the fastest path to
the server is path 1, followed by path 2, and then followed by path
3.

Using the results of OAL neasurenent, the sender can easily sel ect
the faster path, in terns of forward | atency, for crucial data
transm ssion. Mreover, the acknow edgenents of these crucial data
could be sent on the path with mnimumreverse |latency. Piggyback is
al so useful when dupl ex comuni cati on node i s adopt ed.

3.2. Congestion Control

Congestion in a given direction does not necessarily inply congestion
also in the reverse direction.
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-------- No congestion (path 1) <emmmm---

/ \
| - > Congestion (path 1)  ----- |
| / \ |
|| ||
Fommm - + e N
| dient| | Server |
Fomm - + o L
|| |
| \ / |
IR > No congestion (path 2)  ----- |
\ /

-------- Congesti on (path 2) <emmmm---

Figure 2. Exanple of a congestion situation with 2 paths between the
client and the server. There is congestion fromclient to server
along path 1 and also fromserver to client along path 2. RITT
information alone will indicate congestion in both paths, whereas OAL
information will show the client that path 2 is the nore lightly

| oaded path to get to the server

Net wor k congestion in a given direction can be better described using
OAL rather than using RTT. Especially when the congestion can be a
situation in a unidirectional path, the congestion in the path froma
client to a server is different fromthe congestion in the path from
the server to the client. The RTT cannot accurately reflect the
delay of interest for data transm ssion along a path. For MPTCP, the
client needs to choose a nore lightly | oaded path to send packets
[RFC6356]. It will then be unwise to conpare the RTT anong different
paths, and it should instead conpare the OAL anong the paths.

Current version of MPTCP includes different kinds of congestion
control nmechani sns [ RFC6356]. By reasonably utilizing OA, the
net work congestion situation in a single direction could be better
descri bed.

3. 3. Packet Retransmn ssion

Continuous Multipath Transm ssion (CMI) increases throughput by
concurrently transferring new data froma source to a destination
host via multiple paths. However, when packet is identified as | ost
by triple duplicated acknow edgenents or tinmeout, the sender needs to
sel ect a suitable path for retransm ssion. Due to the popul ar
mechani snms of sequence control in reliable transport protocols,

out st andi ng packets on nultiple paths nay reach to the destination

di sorderly and trigger Receive Buffer Blocking (RBB) problem

(Figure 3) which will further affect the transm ssion perfornance.
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Packet with octets sequence # 0- 499( | ost)
----- > Packet with octets sequence #1000-1499(rcvd) ------

/ Packet with octets sequence #2000-2499(rcvd) \
| |
S + S +
| Sender | | Recei ver |
S + S +
| |
\ Packet with octets sequence # 501- 999(| ost) /

----- > Packet with octets sequence #1501-1999(lost) -----
Packet with octets sequence #2501-2999(I| ost)

Figure 3. Exanple of Receive Buffer Blocking: The packet containing
octets 0-499 is lost. On the other hand the packets containing
Cctets 500-999, 1000-1499, 1500-1999, 2000-2499, and 2500-2999 have
all been received. The octets 500-2999 are then all buffered at the
recei ver, and are bl ocked by the m ssing octets 0-499.

Using the results of OAL neasurenent, the sender can quickly
determ ne the specific path with mninmumlatency in the forward
direction. RBB can be relieved as soon as the receiver obtains the
nost needed packet(s) and submits themall to the upper |ayer.

3. 4. Bandwi dt h Esti mati on

Under st andi ng the bandw dth condition is beneficial for data packet
schedul i ng, and | oad bal ancing, etc. OA could be integrated with
bandw dt h estimati on approaches wi thout interrupting the regular
transm ssi on of packets.

3.5. Shared Bottl eneck Detection

Fairness is critical especially when MPTCP and ordi nary TCP coexi st
in the sane network. The sender could treat OAL neasurenments as the
sanpl e process of shared bottl eneck detecti on and accordi ngly adj ust
the volune of data packet on nultiple paths.

4. OAN Measurenents in TCP

The tinmestanp option in TCP [ RFC7323] may be invoked to estimate

| atency. Wen sending data, the tinme (TSval) of sending the data is
provided in the option. The receiver acknow edges the receipt of
this data by echoing this tinme (TSecr) and al so provides the tine
(TSval ) of sending this acknowl edgnent. The difference of these
times in the acknow edgnent of data fromthe sender can help to
estimate the OAL fromthe sender to the receiver. There are two

pr obl ens t hough.
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First, there may be delay fromthe tinme the receiver has received the
data to the tinme the acknow edgnent is sent. The above nunber may
t hen be an upper bound of OA.

Second, the clocks nmay not be synchroni zed between the sender and the
receiver. The above neasure can show the OAL in different paths only
if the clocks synchronized. Wthout clock synchronization, the
conpari son of OALs anong different paths is limted to show ng the
OAL differences anong them

Two ki nds of OAL neasurenent approaches are avail abl e: absol ute val ue
measur enent and rel ative val ue neasurenent.

To obtain the absolute value of OA, the primary condition of
nmeasurenent is clock synchronization. Using Network Tinme Protocol
(NTP) [ RFC5905], end hosts can calibrate the local clock with the
renote NTP server. The additional information or optional
capabilities can even be added via extension fields in the standard
NTP header [RFC7822]. The calibration accuracy can reach to the
mllisecond level in |less congested situations. The obvious burden
here is to persuade the end hosts to initialize the NTP option.

btaining the relative value of OAL is nore than enough in sone

ci rcunstances to establish applications on top of it. Wen

retransm ssion is needed, for exanple, the sender may only care about
whi ch path has the mninmumforward | atency. Wen bandw dth is being
estimated, the difference of forward |latency, i.e. delta |atency,
anong all available paths is needed. By exchanging with
correspondent end host the local tinestanps of receiving and sendi ng
t he packets, both sides could obtain the relative value of OAL.

Wi | e absol ute val ue neasurenent of OAL is nore convenient for the
applications, the overheads are the extra protocol requirenent and
synchroni zati on accuracy. On the contrary, relative val ue
measur enent does not need to worry about the accuracy whereas the
overhead is to add tinestanps into the original protocol stack

5. Security Considerations
Thi s docunment does not contain any security considerations. However,
future applications of OAL in MPTCP will definitely need to establish
rel evant nmechani sns to inprove security.

6. | ANA Consi derations

Thi s docunment presents no | ANA consi derations.
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