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Abstract

Thi s docunent defines Deadl i ne-aware Transport Protocol (DTP) to
provi de bl ock-based deliver-before-deadline transm ssion. The
intention of this nenb is to describe a nechanismto fulfill
unreliable transm ssion based on QU C as well as how to enhance
tinmeliness of data delivery.
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| nt roducti on

Many energi ng applications have the deadline requirenment for their
data transm ssion. However, current transport |ayer protocol |ike
TCP [ RFC0793] and UDP [ RFCO768] only provide primtive connection
establ i shment and data sending service. This docunent proposes a new
transport protocol atop QUC [QUIC] to deliver application data

bef ore end-to-end deadl i ne.

Conventi ons

The keywords MJST, MJUST NOT, REQUI RED, SHALL, SHALL NOT, SHOULD
SHOULD NOT, RECOMMVENDED, NOT RECOMVENDED, MAY, and OPTI ONAL, when
they appear in this docunent, are to be interpreted as described in
[ RFC2119] .

Mbti vati on

Many applications such as real-tine nmedia and online nultiplayer

gam ng have requirenents for their data to arrive before a certain
time i.e., deadline. For exanple, the end-to-end delay of video

conf erenci ng system shoul d be bel ow hunman perception (about 100nms) to
enabl e snmooth interaction anong participants. For Online multiplayer
gam ng, the server aggregates each player’s actions every 60ns and

di stributes these information to other players so that each player’s
state can be kept in sync.
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These real -tine applications have foll ow ng conmon feat ures:

o They tend to generate and process the data in block fashion. Each
block is a mninmal data processing unit. Mssing a single byte of

data will nake the block usel ess. For exanple, video/audio
encoder produces the encoded streans as a series of block(l,B,P
frame or GOP). Decoder consunes the frame into the full inmage.

For online ganes, the player’s commands and world state will be
bundl ed together as a nessage.

o They will continuously generate new data. Different fromweb
browsing or file syncing, real-tinme applications |ike video
conferencing and online nultiplayer gam ng have uninterruptedly
interactions with users, and each interaction requires a bunch of
new data to be transmtted.

o They prefer the tineliness of data instead of reliability since
bl ocks m ssing deadline are useless to application and will be
obsol eted by newer data. For exanple in nultiplayer online ganes,
the gam ng server will broadcast the | atest player states to every
client, and the old information does not matter if it can not be
delivered in time. So the neaningful deadline of the application
is actually the block conpletion tine i.e., the tine between when
the block is generated at sender and when the block is submtted
to application at receiver.

However, current transport |ayer protocols |ack support for bl ock-
based deadline delivery. TCP guarantees reliability so it will waste
network resource to transmt stale data and cause fresh data to m ss
its deadline. UDP is unreliable but it doesn’t drop data according
to deadline, all data have the same chance to be dropped i ndeed.

QUI C nakes several inprovenents and introduces Stream Prioritization
[QU C] to enhance application performance, but prioritization is not
enough for enhancing tineliness.

Insufficiency of existing transport |ayer forces applications to
design their own custom zed and conpl ex nechanismto neet the
deadl i ne requirenent. For exanple, the video bitrate auto-adjustnent
in nost stream ng applications. But this is a disruption to the
Layered Internet Architecture, since application is not supposed to
worry about network conditions.

Thi s docunent proposes Deadline-aware Transport Protocol (DTP) to
provi de deliver-before-deadline transm ssion. DIP is inplenmented as
an extension of QU C (Refer to [Section 4]) because QUI C provides
many useful building blocks including full encryption, user space
depl oynent, zero-RTT handshake and nul ti pl exi ng wi t hout head-of-I|ine
bl ocki ng.
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Desi gn of DIP

The key insight of DIP is that these real-tinme applications usually
have nmultiple bl ocks (As shown in Figure 1 below) to be transferred
si mul taneously and these bl ocks have di verse inpact on user
experience(denoted as priority). For exanple, audio data is nore

i mportant than video streamin video conferencing. Central region is
nore inportant than surrounding region in 360 degree video.
Foreground object rendering is nore inportant than the background
scene in nmobile VR of fl oadi ng.

The priority difference anong nultiple blocks makes it possible to
drop low priority data to inprove tineliness of high priority data
delivery, which can enhance the overall QE if resources allocated to
bl ocks are correctly prioritized. 1In this section, we describe the
nmechani sm whi ch enabl es DTP to | everage that insight.

Abstraction

DTP provi des bl ock-based data abstraction for application to
facilitate the scheduling decision. Application can attach netadata
along with the data bl ock, those netadata include:

o Each block has a deadline requirenent, nmeaning if the bl ock cannot
arrive before the deadline, then the whole bl ock nay becone
usel ess because it will be overwote by newer blocks. The
application can mark the deadline tinestanp indicating the
deadline of its conpletion tinme. In the APl of DITP, the deadline
argunent represents the desired bl ock conpletion tine in ns.

o Each block has its own inportance to the user experience. The
application can assign each block a priority to indicate the
i nportance of the block. The lower the priority value, the nore
i mportant the block. The priority argunment also indicates the
reliability requirenent of the block. The higher priority, the
|l ess likely the block will be dropped by sender.

Architecture of DTP

The sender side architecture is shown in Figure 1:
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Figure 1. The Architecture of DIP

In receiver side, the transport layer will receive data and
reassenbl e the block. The process is symetric with the sender side.
It first goes through packet parsing and redundancy processing
nodul e. Transport |ayer al so keeps track of the deadline of each

bl ock. When receiver calls RECV function (Refer to [Section 5]), the
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transport |layer returns the received in-ordered data to the
appl i cation.

3. 3. Deadl i ne- awar e Schedul er

The scheduler will pick the blocks to send and drop stal e bl ocks when
the buffer is limted. This section describes the algorithmof DTP
schedul er.

Schedul er of DTP takes into account nmany factors when picking bl ocks
in sender buffer to send. The goal of the scheduler is to deliver as
much as high priority data before the deadline and drop obsol ete or
lowpriority blocks. To achieve this, the scheduler utilizes both
bandw dt h and RTT neasurenent provided by the congestion control
nodul e and the metadata of bl ocks provided by the application to
estimate the bl ock conpletion tine. The scheduler will run each tine
ACK is received or the application pushes the data.

A sinple algorithmwhich only considers priority cannot get optim
result in transmtting deadline-required data. Suppose the bandw dth
reduces and the schedul er chooses not to send the Iow priority bl ock.
Then the bandwidth is restored. The data block with |ower priority
is closer to the deadline than the high priority block. If inthis

round the scheduler still chooses to send the high priority bl ock,
then the low priority block may m ss the deadline next round and
beconme useless. In sone cases, the schedul er can choose to send a

| ow priority block because it’s nore urgent. But it should do so

wi t hout causing the high priority streamm ssing the deadline. This
exanpl e reveal s a fundanental conflict between the application
specified priority and deadline inplicated priority. DIP needs to
take both priorities into consideration when scheduling bl ocks.

DTP will conbine all these factors to calculate real priority of each
bl ock. Then the schedul er just picks the block with the hi ghest real
priority. Scheduler of DTP will cal culate the bl ock remaining

transm ssion tinme and then conpare it to the deadline. The closer to
t he deadline, the higher real priority. And higher application
specified priority will also result in higher real priority. 1In this
way, the schedul er can take both approachi ng deadline and
application-specified priority into account. Blocks which are
severely overdue can be dropped accordingly.

3.4. Deadline-aware Redundancy
After the schedul er pick the block to send, the packetizer will break
the bl ock into packet streanms. Those packet streans will go through

t he redundancy nodule. Wen the link is |ossy and deadline is tight,
retransm ssion will cause the block m ssing the deadline. The
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redundancy nodul e can help mtigate that problem by generating the
redundancy packets to avoid retransm ssion. Since only

retransm ssion of tail packets of the block will increase the bl ock
conpletion time so the redundancy is only applied to tail packets of
each bl ock. The tail packets is defined within the Bandw dt h- Del ay
Product range of the block. And blocks with higher priority also get
nor e redundancy.

3.5. Loss Detection and Congestion Contr ol

Thi s docunent reuses the congestion control nodule defined in QU C
[QUC]. Congestion control nodule is responsible to send packets,
coll ects ACK and do packet |oss detection. Then it will put the | ost
data back to the retransm ssion queue of each bl ock. Congestion
control nmodule is also responsible to nonitor the network status and
report the network condition such as bandwi dth and RTT to schedul er.

4. Extension of QU C

DTP is inplenmented as an extension of QU C by mapping QU C streamto
DTP bl ock one to one. |In that way, DTP can reuse the QU C stream
cancel l ati on mechanismto drop the stale block during transm ssion.
And DTP can also utilize the max stream data size defined by QU C to
negotiate its max bl ock size. Besides, the block id of DIP can al so
be mapped to QU C streamid w thout breaking the QU C streamid
semanti c.

5. APl of DTP
DTP extends the send socket APl to let application attach netadata
along with the data bl ock, and the APl of DTP is structured as
foll ows:
A) Data transm ssion functions

Send

Format: SEND(connection id, buffer address, byte count, block id,
bl ock deadline, block priority) -> byte count

The return value of SEND is the continuous bytes count which is
successfully witten. |If the transport layer buffer is limted or
the flow control limt of the block is reached, application needs
to call SEND agai n.

Mandat ory attri butes:
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* connection id - |ocal connection nane of an indicated
connecti on.

* puffer address - the |ocation where the block to be transmtted
is stored.

* byte count - the size of the block data in nunber of bytes.
* Dblock id - the identity of the bl ock.
* Dbl ock deadline - deadline of the bl ock.
* Dblock priority - priority of the bl ock.
Updat e

Format: UPDATE(connection id, block id, block deadline, block
priority) -> result

The UPDATE function is used to update the netadata of the bl ock.
The return val ue of UPDATE function indicates the success of the
action. It will return success code if succeeds, and error code
if fails.

Mandatory attri butes:

* connection id - |local connection nanme of an indicated
connecti on.

* block id - the identity of the bl ock.
* Dbl ock deadline - new deadline of the bl ock.
* Dblock priority - new priority of the bl ock
Ret r eat
Format : RETREAT(connection id, block id) -> result
The RETREAT function is used to cancel the block. The return
val ue of RETREAT function indicates the success of the action. It

will return success code if succeeds, and error code if fails.

Mandat ory attri butes:
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* connection id - |ocal connection nane of an indicated
connecti on.

* block id - the identity of the bl ock.
Recei ve

Format: RECV(connection id, buffer address, byte count, [, bl ock
id]) -> byte count, fin flag, [,block id]

The RECV function shall read the first block in-queue into the
buffer specified, if there is one available. The return value of
RECV is the nunber of continuous bytes which is successfully read,
and fin flag to indicate the ending of the block. If the block is
cancel |l ed, the RECV function will return error code

BLOCK CANCELLED. It will also returns the block id on which it
receives if application does not specify it.

If the block size specified in the RECV function is smaller than
the size of the receiving block, then the block will be parti al
copied(indicated by the fin flag). Next tinme RECV function is
called, the remaining block will be copied, and the id will be the
sane. This fragnentation will give extra burden to applications.
To avoid the fragnentation, sender and receiver can negotiate a
max bl ock size when handshaki ng.

Mandatory attri butes:

* connection id - |ocal connection nane of an indi cated
connecti on.

* puffer address - the | ocation where the block received is
st or ed.

* byte count - the size of the block data in nunber of bytes.

Optional attributes:

* Pplock id - to indicate which block to receive the data on.

B) Feedback functions

St at us
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Format: STATS(connection id, block id) -> byte count

The STATS function is used to query the deadline delivery result.
The application uses STATS to query the bytes delivered before the
deadline to receiver of each block. The information can be used
to adjust the block sending rate of each priority. For exanple,

if the application finds that the lowest priority block always get
dropped due to the limted bandw dth, the application can stop
generating the block to save the conputation power. Conbined the
status of each priority, the application can also get the overal
network capacity to facilitate the rate adaptation al gorithm

Mandatory attri butes:

* connection id - |local connection name of an indicated
connecti on.

* block id - the identity of the bl ock.
Bl ock Conpl etion Tinme (BCT)

Format : QUERY_BCT(connection id, block id) -> block conpletion
tinme

After receiving the bl ock, application can query the bl ock
conpletion time using QUERY BCT. This can also facilitate the
rate or deadline adaptation of application. For exanple, if the
base RTT of the network is bigger than deadline, then all bl ocks
wWill mss the deadline. 1In this case, application may choose to
relax its deadline.

Mandat ory attri butes:

* connection id - |ocal connection nane of an indicated
connecti on.

* Dblock id - the identity of the bl ock.
Al'l these functions nentioned above are running in asynchronous node.

An application can use various event driven framework to call those
functions.
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6. | ANA Consi derations
Thi s document has no actions for | ANA.
7. Security Considerations

See the security considerations in [QUC] and [QU CTLS]; the bl ock-
based data of DTP shares the sane security properties as the data
transmtted within a QUI C connection
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