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Abstract

Thi s docunment specifies a new generation of PIMfam |y of nulticast
routing protocols called Protocol |Independent Milticast-Next
Generation (PIMNG which is faster in source discover and provides
many features suitable for Different type of networks. PIM NG uses
the underlying unicast routing information, but unlike PIMSMit
doesn’t necessarily need to build unidirectional shared trees rooted
at a Rendezvous Point (RP) per group. It achieves this due to the
fact that the processes through which a source registers with the
Rendezvous Point and a host finds the source of the nulticast
destination groups it needs are done in a whole new way and hence,
the source of nulticast group (G is discovered faster at the cost of
addi tional nmenory. So at sone points PIMNG works faster than its
predecessor. Al so the new Domai n concept, unique to PIMNG along the
RPF check method used in PI M NG specifications provides many features
al ong a robust and flexible control and adm ni strati on over nulticast
net wor ks.
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1

| nt roducti on

Thi s docunent specifies a protocol for efficiently routing nulticast
groups that may span wi de-area (and inter-domain) internets. This
protocol is called protocol independent nulticast-Next Generation or
sinply put PIM NG The nane is chosen duo to the fact that this new
protocol has sonme behaviors simlar to PPMSM in parts related to
using the underlying unicast routing information base to find the
best path to reach a source and not being limted to any specific
routing protocol.

But as the overall process of Milticast source discovery is a whole
new story it is called PIMNG or the next generation of PIMSM7].

Pl M NG provi des many new features and concepts related to nmulticast
routi ng which together open new doors and possibilities. These
features are but not limted to renoving the need for Shared path
trees to formusing a well thought nethod, being able to easily
consider transit nulticast domains, use as nuch as 254*255 RPs wi thin
a single nulticast domain. In addition to the previous it provides
the ability to use redundant Tree Roots per bidirectional tree and
eventual |y redundant Bidirectional Trees per Bidirectional G oup.

Apart fromthe above this protocol is a lot nore secure than current
i npl ement ati ons because of its unique nulticast domai n concept
introduced for the first time. Throughout this docunent different
features of PIMNG will be investigated and author tries to explain
in an easy to understand and foll ow way.

Ter m nol ogy

In this docunment, the key words "MJST", "MJST NOT", "REQU RED',
"SHALL", "SHALL NOT", "SHOULD', "SHOULD NOT", "RECOMVENDED',

"MAY", "ONLY" and "OPTIONAL" are to be interpreted as described in RFC
2119 [1] and indicate requirenment |evels for conpliant PIMNG

i npl enent ati ons.

Commands used in this docunent, MJST NOT be interpreted as the solid
commands, and are only used as an exanple to sinplify the explanation
of the processes used by Pl M NG

Sam Expires May 27, 2018 [ Page 9]
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2.1. Definitions
The follow ng terns have special significance for Pl M NG
Candi dat e Rendezvous Point (C RP):

C-RP is a router that has been configured to take the role of a

mul ticast information station in a PIM NG domain. Unlike PIMSM
specifications in RFC4601 [7], it is not used as the root of the non-
source-specific distribution tree for a nmulticast group. Any

mul ticast source will informthe RP about its existence by sending a
regi ster nmessage (S, G to the RP, and RP will save the unicast
address of the source for further use in an special table. And any
host | ooking for the source of any desired nulticast group will send
a request of (*,G or (S,G to the RP to receive the unicast address
of the desired nulticast source.

Candi date MAPPER ( C- MAPPER) :

C-MAPPER is a router in charge of introducing the existing conponents
of a PIMNG nulticast domain to all PI M NG population within a
mul ti cast domain and also is responsible for the exchange of A-

Mul ticast Mapping Tabl e between different PI M NG nulti cast donmai ns.

It acts like a BSR[9] in parts related to introducing the CRPs to
all PIMNG routers. The difference between a C-MAPPER and a BSR is
that the C MAPPER doesn’t do the group to RP mapping. It will only

i ntroduce the existing conponents such as C-RP (s),

Cient:

Client is a router that either wants to register a source, or is

| ooking for a source. To be nore specific any none C-RP or C MAPPER
router can be called a client. And each CGRP and C MAPPER can act as
a client too, which is not recomended.

Tree Root (TR):

A PI M NG AWARE router that after being configured, MJST be introduced
to the nmulticast domain to becone the root of each (S, G tree. Any
client in need of receiving nmulticast traffic froma source will send
its join/prune nmessages towards the existing TRin the domain, or if
no TR is considered in the domain, directly to the existing TRs in

t he core-domai n.
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EDGE-d i ent :

It is a PPMNGclient within a PIMNG nmulticast domain that can act
as a boundary between downstreamclients and upstreamclients, to
[imt the propagation of nulticast introduction nessages sent by C
MAPPER (s) or G- RP (s). an EDGE-CLI ENT can be placed at the edge of
mul ti-access network' (s), which are part of one unified PIMNG

mul ti cast domai n.

Pl M EDGE- ROUTER ( PER) :

It is a PIMNG aware router that connects 2 or nore separate Pl M NG
mul ti cast domai ns and Sub- Domai ns by using the underlying | GP
protocol used inside the network or a routing protocol capable of
transferring nmulticast traffic |ike MBGP.

PRI VATE- Pl M EDGE- ROUTER ( PPER) :

It is PPMNG PER that is placed at the edge of a private PI M NG
mul ti cast domain. A PPER is also in charge of NAT operations in the
domain. As soon as the PPER is configured it MJST introduce itself to
the cl osest C-MAPPER in the domain.

BORDER- Pl M ROUTER ( BPR) :

It is a PER or PPER which is placed between a PIM NG nmulticast Domain
and a PIMSM nmul ti cast donmain, and has one or nore internal
interfaces connected to the PIMNG nmulti cast domain and one or nore
interfaces connected to the PIMSM nul ticast domain. In case of using
PER as the BPR, the PER MJUST introduce itself to the closest C-
MAPPER.

Second candi dat e Rendezvous Point (SC- RP):

SC-RP is a router configured or elected to act as the backup CGRP if
needed. And if C-RP goes offline will imedi ately take its pl ace.

Second Candi dat e MAPPER ( SC- MAPPER) :

SC- MAPPER is a router configured or chosen to act as the backup C
MAPPER i f needed. And if C MAPPER goes offline will imediately take
its place

Internal interface (11):

Al interfaces of a PIMNG router are internal interfaces by default,
and are assuned to be connected to either internal domain froma PIM
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NG PER/ PPER or PI M NG BPR point of view or a nulti-access-network
froma PI M NG CLI ENT point of view

External interface (El):

It is an interface configured as an external interface. Externa
interface is assuned to be connected to an external domain froma

Pl M NG PER poi nt of view or connected to the domain a Pl M NG CLI ENT
is a nenber of and thus, multicast introductions received on an
external interface won't be forwarded to internal interfaces. Al so a
Pl M NG BPR can have an external interface which is by default the
interface connected to a PIM SM donai n.

Pl M NG DOVAI N

A domain is actually a public or private PI M NG nulticast network
including its owmn set of CMAPPERs, C-RPs and clients isolated from
ot her domains. Cients and C-RPs inside one donmain do not react to C
MAPPER i ntroduction nessages that m ght be received from ot her

Domai ns. The only points of connection between 2 different domains
are the CGMAPPERs and if used Pl M EDGE- ROUTERs. Each DOMAI N can be
connected to either one or nore PIM NG DOVAIN and if needed Pl M SM
domai ns or a single Pl M NG CORE- DOVAI N

Pl M NG CORE- DOVAI N:

A special domain inplenmentation of PIMNG which if applied gives a
hi erarchi cal desi gn approach, al ongside a good and sound nul ti cast
traffic flow control to the admnnistrators of different CORE- DOVAI Ns.
A CORE- DOVAI N can be connected to one or nore CORE- DOMAI Ns and one or
nmore Pl M NG DOVAI Ns. PI M NG DOMAI Ns MUST BE connected to the outside
world or World Wde Web through a CORE-DOVAIN if they need to
advertise their nulticast sources globally.

Mul ticast mapping table (MV):

After a router is configured as a CRP, a table called nulticast-
mappi ng table is created on it. This table will then hold the

i nformati on needed to be used by clients to find a source. After a C
RP receives a register nessage froma source it will put an entry for
that source in this table which indicates the unicast address of the
source plus the nulticast destination group it is representing in the
format (S, G al ongside the unicast address of the client which is
sending the register nessage. It is done to bring conpatibility with
t he needs of SSM
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Abbreviated mul ti cast mapping table (A-nmulticast mapping table)
(AMM) :

| s an abbreviated formof Milticast mappi ng table which only hol ds
the information regardi ng each source which exists in the domain and
t he uni cast address of that source. This table is created on C
MAPPERs and C-RPs and is used in rel ated processes.

Pl M domai n topol ogy table (PDTT):

This table is used to store the information needed to find C RP/RPs,
C- MAPPER, TRs and ot her conponents that may exist in a Pl M NG

mul ticast Domain. It holds the unicast address of such conponents

al ongsi de ot her information needed.

Core topol ogy table (CITT):

It is created on C-MAPPERS inside the core-domain. It only holds the
address of any existing TR (s) inside the core donmain. And is the
only PIM NG topol ogy table that CAN be exchanged between the PI M NG
CORE- DOVAI N and any existing Pl M NG DOVAI N connected to the core
domain. Also this table is the ONLY PI M NG topol ogy table that CAN be
exchanged between peer C-MAPPERs in different PI M NG DOMAINs so that
all PIM NG DOVAINs will know about the TR (s) inside the core domain
This table MIUST NOT be exchanged between PI M NG CORE- DOVAI Ns.

Peer mappi ng tabl e:

It is created on C-RPs and C- MAPPERs as soon as a C-RP or G MAPPER
becones peer with new C-RP or C MAPPER

Internal nulticast source table (IMST):

This table is created on PPER (s) and in case of private network' (s)
within a unified PIMNG nulticast domain connected to other parts of
t he Network using NAT, on EDGE-CLI ENTS, and hel ps the PPER or EDCE-
CLI ENT to act on behalf of a host in search of a source by putting an
entry inside the table to keep track of the behavior of the domain.

It holds the address of the requesting client and the nulticast group
request ed.

Client request table (CRT):
This table is created on CGRP (s) and holds the uni cast address of
clients to which the C-RP sends a NULL-ACK in response to the clients

request to find the source for nulticast group(Galong the nulticast
group (GQwhich the client needs to find the generating source.
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Bi di recti onal G oups Table (BGI):

This table is created on G MAPPERs and C-RPs and hold the information
of active or to be active Bidirectional nulticast groups.

Bidirectional Translator TR (TTR):

A TR part of all available TR groups which is used to communi cate
with TRs in other nulticast domains with regards to exchangi ng the
informati on of active Bidirectional nulticast groups.

3. | P Address consi derations

Pl M NG processes need to use 3 new nulticast destination addresses
fromlInternetwork Control Block [2]. These addresses are going to be
used in PIM NG processes and are needed to be assigned. For the
sinplicity of explanations in this docunent, nulticast address
239.0.1.188, 239.0.1.189 and 239.0.1.190 fromthe Scoped Mil ticast
Ranges are used as advised by | ANA. But PI M NG needs the use of
addresses fromthe "internetwork control block” and the use of the 3
addresses fromthe scoped nmulticast range is only for the sake of
sinplicity in the process of explanation.

Also it MJST BE noted that any | P addresses, whether nulticast or

uni cast, used in this docunent fromthis point forward ARE ONLY used
as an exanple to sinplify the explanation process. For exanple
addresses 228.8.8.8 and 229.9.9.9 are used only to sinplify the

expl anati on process.
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4. PI M NG processes

Pl M NG

Novenber 2017

Pl M NG processes are related tightly to the new packet formats

defined for it.
to be expl ai ned or shown.
. 1. New packet Header

The new packet' (s) fornmat
can support the needs of PIM NG
The new packet header format

0 1

i s designed and defined in the way,

specification for

So in each section related packet formats are going

SO it

PIMNGis as foll ows:
2 3

01234567890123456789012345678901
i i o i i e S s b e S N S

| PI M Ver | Reser ved

Type |

Checksum |

i i S e S  atih SH S R S S e

Figure 1 the new packet

Pl M ver is 3

As the new packet format wll
new type field definitions nust
as follows:

5 bit TYPE field to support

Message type

0- Hello

1- Register

2- Keep alive to RP

3- Join/prune

4- Request For Source
5- Ack to Cient/source

6- Assert

7- Host request to C MAPPER
8- RP introduction

9- RP introduction

10- C- MAPPER i ntroductionl
11- C MAPPER i ntroduction2

Expires May 27, 2018

Header

be used in different situations, the
be explained. The new definitions are

up to 32 different functions:

desti nati on

Multicast to All-PIMrouters
Uni cast to RP and EDGE- CLI ENT
Uni cast from source to RP

Mul ticast to ALL-PI M ROUTERs
Uni cast to RP

Uni cast from RP or
To source
Multicast to ALL-PIMrouters

Uni cast to C- MAPPER

Mul ticast to ALL-RPs

Uni cast to C- MAPPER

Mul ticast to ALL-PI M NG routers
Mul ticast to ALL- MAPPERs

EDGE-d i ent
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12- Request-for-C MAPPER Uni cast to SC- MAPPER

13- C MAPPER ack Unicast to Cient

14- Edge Uni cast to C- MAPPER

15- BPR Uni cast to C MAPPER

16- TR Uni cast to C- MAPPER and
Peer-TR

17- NASN Uni cast from CRP to C MAPPER

And Mul ticast from C MAPPER to
ALL-PI M NG routers

The above definitions wll be explained, as we proceed through out
di fferent sections of PIM NG specifications.

4.2. Source Discovery

In the original PIMSMspecifications of the communi cation between a
SOURCE and RP we see that the source sends Register nessages to the
RP and the RP will only accept the Register nessage, if any host or
hosts asked for that particular nmulticast group. Qtherwi se the RP
wll send a register-stop nessage back to the source and the source
starts a register-suppression tiner of 60 seconds. And 5 seconds
before the suppression tiner expires the source sends a register-
message with its null-register bit set. Now If the RP doesn’t know
any hosts asking for that specific group it will send anot her

regi ster-stop. The process goes on until a host asks the RP about

t hat group

Now what happens if right after the suppression tinmer starts by the
source a host cones up and asks for that specific source? As it is
explained in the original PIMSM specifications, the host will have
to send its join nessages to the RP until the RP hears again fromthe
source and this tinme, due to the fact that there is a host asking for
the group the RP won't send a register stop and will forward the
packet down the RPT .This process didn't seemso efficient, so sone
changes has been nmade to the way a SOURCE communi cates with the RP

al ongsi de the new packet definitions
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4.2.1. Source register process wwth RP

In PIM NG the process to initially deliver the multicast traffi
host asking for it, is sonehow different fromthat of PIMSM |
initially starts by:

ctoa
t

1- Source introducing itself to a router called RP(rendezvous
poi nt)

2- RP keeps and enters the information related to the source in to
a table for further use.

3- Host asks the RP about the source of an specific group
4- Host sends a join request to the source directly

For the sake of sinplicity let's consider that all the routers know
the address of C-RP. The source of the multicast traffic starts its
process by introducing itself to the CRP, by sending Unicast-
Encapsul ated regi ster nessages to it. The source does the

i ntroduction process conpletely different fromthe original Pl MSM
specifications. In PIMSM source introduces itself by sending a
packet containing the nulticast data to be sent. But the introduction
process in PIM NG is done through sending a register-request packet
containing only the address of the source along the nulticast group
address the source represents (Figure 2). The C-RP receives the
message and by looking inits type field, it knows that it is a
Source register request nessage sent froma source. Fromhere the G
RP will act differently fromwhat is defined in the PI M SM

speci fications.

0 1 2 3
01234567890123456789012345678901
B I il ai ST I I i o ST S S i o I Y
| PI M Ver| Type | Reserved | Checksum |
B I il ai ST I I i o ST S S i o I Y
| B| RESERVED |
e i L S T i i S S e i i ST NI N S i R R S I o o et NI SRR S
| DOMAI N |
e i L S T i i S S e i i ST NI N S i R R S I o o et NI SRR S
| Sour ce uni cast address |
B I il ai ST I I i o ST S S i o I Y
| Mul ticast destination group 1(GQ |
e i L S T i i S S e i i ST NI N S i R R S I o o et NI SRR S
| Source Host (server) address |
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i i o i i e S s b e S N S

I : I

I+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-|+

| Mul ti cast destination group n (Q |

B I il ai ST I I i o ST S S i o I Y

| Source Host (server) address |

B I il ai ST I I i o ST S S i o I Y
Figure 2 source register request packet

o Type: register

0 Source Unicast Address: Holds the unicast address of the PIM
NG CLI ENT sending the register nessage to the C RP.

0O Source HOST Address: holds the unicast address of the, server
or host in the connected LAN which is the actual generator of
the nmulticast data.

The C-RP looks in to the source unicast address and the Milticast
group destination address fields and puts an entry into its nulticast
mappi ng table. The nulticast mapping table consists of the nulticast
group represented by a source and that source's unicast address,
along 2 tiners. Figure 3 shows the nulticast mapping tabl e( MVI)
created by GRP' (9S):

o m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e —ao- +
| Source addr(S)| Dest group (G| Source HOST| keep alive |expiry time |
o m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e mm o +
I I I I I I
o m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e —a - +
I | | I I I
o m m m e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e —ao- +

Figure 3 nulticast mapping table

0 Source keep alive tiner : the tine in which RP should receive
keep alive fromthe source

0 Source expiry time : tinme in which , if no keep-alive received
the entry will be del eted

Each GRP wll create another table besides the nulticast-mpping
tabl e call ed A-MILTI CAST MAPPI NG TABLE (AWMMI) which will be expl ai ned
| ater. Each new nulticast destination address it enters in its MV
will be put in the AMMI too.
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I nside the register-nessage, each source sends a keep-alive tiner
val ue defaulting to 30sec to the CG-RP, which later wll be used by
the CGRP in the process.

Then the C-RP sends a unicast acknow edge- message(Figure 5) back to
t he source, using the unicast address of the source .after receiving
t he acknow edge the source proceeds with sendi ng periodic keep-alive
messages to CGRP, to tell the CGRP that it is alive and so the CGRP
wont delete the entry related to the source fromits multicast-
mappi ng table. For each keep-alive CGRP receives it will send an
acknow edgenent. |If the C-RP doesn’t hear the Tirst keep alive, it
will start to count down the expiry timer for the source which is by
default 3*keep-alive tiner .if the CRP doesn’t hear from the source
in the expiry tinme duration it will delete the entry for that source.

0 1 2 3
01234567890123456789012345678901
T S i s S S S it i S S S S S S

| PIM Ver| Type | Reserved | Checksum |
R T i i S e i e o i e
| DOMAI N |

i I e i o e o S S S e e i ot R S S R R S S S R e
| RP' s uni cast address |
i I e i o e o S S S e e i ot R S S R R S S S R e
| Mul ticast Destination Goup 1 |
i I e i o e o S S S e e i ot R S S R R S S S R e
|+- R e I e s e st T TR S e S o e T S S e s S e it e |+
| Mul ti cast Destination Goup n |
i I e i o e o S S S e e i ot R S S R R S S S R e
Figure 4 C-RP acknow edge nessage

o Type : RP acknow edge to source
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1- Multicast traffic
51 (10.1.1.10 , 228.8.8.8)

' et

| received a new register
request. So | will write this

10.1.1.0/24 : Send;; S Multicast dest group Type new m-cast add_ress in my
: 2- ‘;0 1”3;’;’ {10.1.1.10 , 228.8.8.8 ) Reg multicast mapping table.

werreressnnadie 10.1.10.3

R
- & e
51 10.1.2.0/24 10.1.3.0/24 -C.O

-§
Se:f;drruegi:asl Multicast dest group Type
10.1.4.0/24 % 10.1.10.3 (103119, 228.6.8.5) ACK 10.1.5.0/24

s0
@5(} 10.1.6.0/24 51%

10.1.7.0/24

Figure 5 source comrunication with the RP

Now | et's start by explaining the process related to the
comuni cation of the source and RP as shown in Figure 5:

1- The server behind Rl (called S1), starts sending nulticast to

228.8.8.8 and Rl receives those nulticasts on its connected LAN
i nterface.

2- RLwll try to contact the CRP and introduce itself and the
mul ti cast group it represents, by sending the Unicast-Encapsul ated
regi ster-request nessage to the address of the CG-RP. C-RP receives
a PI M packet and | ooks at the TYPE-FI ELD.
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3- After looking at the TYPE FIELD C-RP finds out that it is a
regi ster-request which is sent froma source. So the CGRP | ooks in
to the source unicast address and the Multicast group destination
address fields and wites the unicast address of the source
al ongside the nulticast group address it represents al ongside the
keep-alive timer and the expiry timer as a newentry in its MMVI.

4- RP sends acknow edge back to the SOURCE

5- After receiving the acknowl edge the source starts its keep-alive
timer ,and will send periodic keep-alive nessages as long as it
wants to send traffic for the nmulticast group address it
represents. These keep-alive nessages can be sinply a register
nessage.

So this was the process related to the communication between a source
and the G-RP. In the next section the process related to the

communi cati on between a host and a source, or how a host sends join
request for a nulticast group address to the source will be
expl ai ned.

4.2.2. Conmmuni cation between client and the source

The process through which, a host finds the source and comruni cates
wWth it in order to receive the multicast traffic, is in parts
different fromthat of the original PIMSM specifications. So let's
have a flash back at the process of the original Pl MSM

1. Host sends a join nessage of (*, G to the RP, and joins the RPT
for the (*, G§.

2. RP sends the join request to the source with (S, G, indicating
that a host is asking for the traffic or the RP sinply forwards the
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mul ti cast packets received fromthe source down RPT towards the
host .

3. Source sends the nmulticast packet to the RP ,and RP forwards it to
t he host

4. After receiving the first couple of packets , the host sends a
join request directly to the source

5. So the host |eaves the RPT and switches to SPT for (S, G

6. Host sends a prune to the upstreamrouter, so the RP will stop
forwarding that traffic.

This process works fine, but not as efficient and as fast as

possi ble. Waiting for the first couple of packets or even first
packet to be received and then switch to SPT for the (S, G and after
that sending a prune to the upstream router ,doesn’t seem so
efficient. What happens when a host sends a join for a particul ar
group (*, G or (S, G right after the RP sent a register-stop to the
source? The process seens to waste sone val uable tine.

So PI M NG uses a new process to reach the source, alongside new
nmessages. W are going to consider that the host/hosts know about the
C-RP for now.

Let's start by assum ng that a HOST behind R4(Figure 5), asks for
228.8.8.8 traffic using 1 GWV2-3 .the request arrives at R4, and now
it isupto R4 to find the source and send Join nmessage to the
source. But in order to find the source R4 knows that it will have to
ask CRP as the information station of the Multicast donai n about the
address of the source.

So R4 sends a unicast-encapsul ated PI M NG request nessage to the C
RP. R4 sets the TYPE-FIELD to " Request For Source" and puts its own
uni cast | P address in the "SOURCE UNI CAST ADDRESS" field and puts the
mul ti cast group address 228.8.8.8 in the format of (* , 228.8.8.8) in
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the " Multicast group destination address " field, And sends the
packet to the destination address of C-RP

0 1 2 3
01234567890123456789012345672829 0 1

B T T eI e i sl e e e T e i T S S T SRR TR TR e -

| PI M Ver| Type | Reserved | Checksum

B i I T s i S S T g i

| B reserved

B T i i i g S I il 2 i I S S S

| DOMAI N

B i i T I S SR TR T R e - +-

| Cient's uni

+

t

+
+

H
+
1
+
1

H
+
1
+
1

+ B I S S i S
ast address(R4)
+- +-

H
+
1
+
1

T ol ST S I S S S
| Mul ti cast desti
B T i S I
| source of mul
B T i S I
!n-- T i e h T ol S S S S Y S S S S N S S S S
| Mul ti cast destination group N (Q

B i s s i S S il (I S S S
| source of nulticast group N(*)

T i R s s i S S il T S S S

Figure 6 Request for source packet

R e o

H
+
1
+
1

H
+
1
+
1

p 1
+
i cast group 1(*

+

4

+

(G

+

(
+- +-

I
+- + +- +
cas res
R o +-
nation grou )

R e o R el o N
ticas rou )
B e T i i e e e S T T

Tor 7

+ o+ o+

1 1 1

Tor 7
s St S S e S

H
+
1
+
1

o Type: Request For Source

There m ght be a case that there are two source HOSTs sending traffic
for the 228.8.8.8 group and the host behind R4 , asks through 1GW to
receive the traffic generated by a specific source (i.e.10.1.1.10)
.then the format of the request packet it sends will be as shown in
Figure 7.this is different fromSSMnulticast. As it is considered

t hat the CLIENT/ HOST knows the address of the server or host
originating the traffic destined for group (G, but not the address
of CLIENT who is responsible for forwarding the traffic on behal f of
the server and acting as the DR
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0 1 2 3

01234567890123456789012345678901
e i L S T i i S S e i i ST NI N S i R R S I o o et NI SRR S
| PI M Ver| Type | Reser ved | Checksum |
R i i S e e e it (I o S R R R S el i S e i i ot L S R R SR S
| B reserved |
R e i i S S e i i e S e S i i e S S R S S e i s
| DOMAI N |
R e i i S S e i s o e S S S o i ot St S R R SR S
| Cient's unicast address(R4) |
R i i i S S e i S S e S S S e R i it ot e R R SR S
| Mul ticast destination groupl(Q |
R e i i S e e i o S e S S e e e R S e e it NI S
| Source Host of Goup 1(Q (S |
R i i S S e it o S e S S e e e R S e i adh it RN SR S

|

I+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| Mul ticast destination group n(GQ |

B i i S T e T s sl e e e st oIt TP S o

| Source Host of Goup n(QG (S |

B i i i e S T e T i S S il e ot TAE S o
Figure 7 Request for Source packet format

o Type: Request For Source

C-RP receives the packet, and checks the type-field.the type-field
indicates that it is a host request to find the unicast address of a
source. So C-RP checks the Multicast group destination address field
and finds out that the host is either:

1- Looki ng for the unicast address of a source representing
228.8.8.8 nulticast traffic (*, Q.

2- Looking for the unicast address of a specific source representing
228.8.8.8 nulticast traffic (*, S, §. Different from Pl M SSM

Then the CG-RP looks in to its MMI or AMMI if the network is consisted
of separate PI M NG domains, and acts in two different ways:

1- GRP finds an entry in its MMI which indicates that the source
exi sts:
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In this case, instead of forwarding the traffic towards the source
and join the SPT for (S,QG, CRP sends back the address of the source
directly toward R4 using R4's unicast address found in the "source
uni cast address " field wwth a packet shown in Figure 8 :

0 1 2 3
01234567890123456789012345678901
B T i i I I i s i S S o T i S i it S
PIM Ver| Type | Reser ved | Checksum |
B e i T T I S il s i o S

DOMAI N |

B e L I T S s S S S e L i N S S S

RP' s uni cast address(R4) |
T I R e e el i e e e S e S S S i o s T SIE TR

GDPT |
B e L I T s S S S e L N S S S

Requested l\/UItl cast Group 1 (G) |

Source of group 1(G) (S) |
T e R e e i i e e S T S e i o s sl sl i T

DOVAI N-set for Goup 1 |
T I R e e el i e e S e S S S e i o ok T SIE TR T

= e e e e e e e e e e e e e e e be e e e e e e e e e e e e e e e+

Requested Multicast Goup n (Q |
T e R i e e e i e e e S e S S S i s o sl sTE TR T

Source of group n(Q, (S) |
T e R e e el i e e S S S e i o o sl sl eI e

DOVAI N-set for Goup n |
T e R e e T i e e e S e S S S e i o o sl SIE TR T

Figure 8 C-RP Acknow edge packet format
o Type: RP acknow edge to host

o DOVAINSET: is part of the AMMI and its use will be explai ned
later. It shows the donmain in which a source is registered. And
al so the path towards the source, so that a client can decide on
generating the join/prune nmessage better.

o GDPT Filed: Holds the global Delay prevention timer set on CRP

and is used to automatically synchronize this timer on all the
clients receiving a Null-ACK from C RP.

C-RP sets the type field to "RP acknow edge to host"” and puts its own
uni cast | P address in the source unicast address field and fills out
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the "Mul ticast group destination address” field in the format of (S,
0.

One other thing that the C-RP sends back to the client is the Donain
set, which shows the domain in which the source is resided and al so
the path through which the join/prune nessage can reach the source.
In case that the source resides in a separate domain and to be nore
specific the PIMNG network is consisted of different and separate
domains, clients will use the domain set to deci de whether a

j oi n/ prune nessage MJUST path a core domain first or MJUST NOT which
the related concepts will be explained |ater. A Domain-Set with the
Nul | value in it indicates that a source is resided within a Miulti -
Access Network which the rel ated processes will be discussed in the
appropriate sections.

2- C-RP doesn’t find an entry iIn its multicast- nappi ng tabl e:

In this case CGRP answers to the host, with a packet which indicates
that the source doesn’t exist now and the host must try again later.
Figure 9 shows the packet sent by RP to the host:

0 1 2 3
01234567890123456789012345678901
i i o i i e S s b e S N S

| PIM Ver| Type | Reserved | Checksum |
R i i i S S S e e it I I S R R TR S S e S i i I S e e aaih te NI S
| DOMAI N |

R e i i S S e i s o e S S S o i ot St S R R SR S
RP's uni cast address(R4) |
R e i i S S e i i S e S S S i i e S e e il ol S
GDPT |
R e i i S S e i S S e S S S i ot St R R R SR S
Requested Multicast group 1 (Q |
R i i i S e i S S e S S S e S S s e e it RIE SR S
Source of group 1(*) |
R e i i S S e i i S e S e o il T I S S R R S

© e e e e e be e e e e e e e e e e e e e e e e e e e e e e e e e+
Requested Multicast group n (Q |

e i i S S e i i e e e S ek ok I IR RIS R S R i S R e S
Source of group n (%) |

e e i S S S i i i e e e i et St SRR RIS SRR S S e
RP answer to the host in case that source doesn’t exist

+

T

ot T+
c

=

‘°+

©+

0+
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o] Type: RP acknow edge

R4 receives a unicast-encapsul ated PI M NG packet, and | ooks into the
TYPE- FI ELD. The type field indicates that it is the CRP answer to

t he host request for finding the unicast address of a source. So R4
wi |l check the source unicast address field and nakes sure it was
sent fromthe C-RP and then | ooks into the Multicast group
destination address field.

RA will act in 2 different ways, depending which one of the 2 above
conditions is neat:

1- If the entry inside the " Source of group field" is in the format
of (*, G), then R4 understands that the source doesn’t exists for
now and it has to try again later .the time of resending the
request wll be equal to the HELLO tinme or 30 seconds.

2- If the entry inside the "Source of group field" is in the format
of (S, G then R4 will take S, and |l ooks into its unicast routing
table to find the best way for reaching to S which is in our
exanpl e the unicast address of RL. After finding the best path to
R1, R4 sends a join/prune nessage to the upstream nei ghbor in the
best path towards the source so the join/prune nessages goes hop-
by-hop until it reaches the desired destination. And dependi ng on
whet her a TR exists in the domain or not and whet her any core-
domain is considered in the PIM NG overall network, client wll

o Join the (S,Qtree in case there are no residing TRs inside the
domai n

o Join the (S, G RPT) which is assuned by PI M NG speci fications
the shortest path tree rooted at TR in case a TR exists in the
domain. Joining the (S, G RPT) tree inside each single domain is
strongly advised due to the fact that it will reduce the
unnecessary joi n/ prune nessages being sent towards a source in
case that new clients conme up | ater which need to receive the
sanme traffic.

o Join the (S, G RPT) which is considered by PI M NG
specifications the shortest path tree towards a source rooted
at core-domain-TR for this tree to be formed 2 conditions
MJST exi st
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1. Core-domain MJUST do exist, and any existing TR inside
t he core-domain MJUST be known to the PI M NG popul ati on

2. A source MJST be reachabl e by passing through the core-
domai n. Which the decision is up to the client
generating the join/prune nmessage, by checking the
DOVAI N- SET associated with a source.

This process MJST be done if the above conditions are neat,
duo to the fact that, if a PI M NG Core-donmain exists there
will be one or nore PIM NG DOVAINs connected to it and if one
or nore new clients in other domains conme up |ater which are
in need of receiving the sane traffic, it will be waste of
time and network resources to send the new join/prune nessages
towards the source. Related concepts will be explained |ater.

R4 MUST save the state for the join nmessage being sent. By saving the
incomng interface for (*, G or (S, G TR) if it is a SSMjoin, and
the outgoing interface for the (S, G or (S, G TR).and use this for
RPF check | ater when receiving packets destined for (G . The rel ated
processes are done the way described in RFC4601 [7].

The packet that is being sent by R4 to RL as a join/prune nessage is
shown in Figure 10 al ong the new encoded source address format
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0 1 2 3
01234567890123456789012345678901
B T i i S S I i T S S S
| PIM Ver| Type | Reserved [ Checksum |
B T i i S S I i T S S S
| Upst ream Nei ghbor Address (Encoded- Uni cast fornmat) [
B T i i S S I i T S S S
| Reserved | Num groups [ Hol dti ne |
B T i i S S I i T S S S
| Mul ti cast G oup Address 1 (Encoded- G oup format) |
B T i i S S I i T S S S
| Nurmber of Joi ned Sources [ Number of Pruned Sources |
B T i i S S I i T S S S
| Joi ned Source Address 1 (Encoded-Source fornmat) [
B e e i i i R e e R e s i N S
| Tree Root address |
B e i i i i S N R
| Core Domain Tree Root Address [
B e i i i R i S N R
|+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-|+
| Joi ned Source Address n (Encoded- Source fornmat) |
B e i i i R i SN N
| Tree Root address |
B e i i i i S N R
| Core Domain Tree Root Address |
B e i i i i S N R
| Pruned Source Address 1 (Encoded- Source fornat) |
B e i i i R e e s i e S
|+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-|+
| Pruned Source Address n (Encoded- Source fornat) |
B e i i i R e e s i e S
|+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-|+
| Mul ti cast Group Address m (Encoded- Group fornat) |
B e i i i R i i i i S N N S
| Nunber of Joi ned Sources [ Nunmber of Pruned Sources |
B e i i i R e e bk T i e S
| Joi ned Source Address 1 (Encoded- Source format) [
B T i i S S I i T S S S
I+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-|+
| Joi ned Source Address n (Encoded- Source format) [
B T i i S S I i T S S S
| Pruned Source Address 1 (Encoded-Source fornat) [
B T i i S S I i T S S S
I+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-|+
| Pruned Source Address n (Encoded- Source fornat) [
B T i i S S I i T S S S

Figure 10 Joi n/ prune nmessage format

Type : join/prune
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Tree-Root address: if any TR exists in the Domain, this field
hol ds the address of the TR to towards which the nessage MJST be
forwarded first, before being forwarded towards the source. The
concepts will be discussed | ater.

Core Domain Tree-RRoot Address: holds the unicast address of the
TR resided in the core donmain, and is used only in topol ogi es that
contain Core-domain inplenentations, and incase the source is not
an internal source and MUST be reached by passing a core domain.
The rel ated concepts will be discussed |ater.

0 1 2 3
01234567890123456789012345678901
S S e s i I
| Addr Family | Encodi ng Type | Rsrvd | S|C R Mask Len |
B T aT T ST e e S S S il a T ot T aTui S SN SR o S e SO S S S S e 3
| Sour ce Address
S i I o cHE N R SR

S-BIT: only for conpatibility with PI M VL.

R-BIT: Tree Root bit is set by the client who is sending the
join/prune nessage for the first tinme for a source in a topol ogy
with one or nore TR (s) to jointhe (S, G TR) tree. a value of 1
is set by the creator of the join/prune nessage to tell upstream
routers that the packet MJST be forwarded first towards the
existing TR in the domain which the address of it can be found in
the appropriate field .and a value of 0 can be set by the TR after
receiving the join/prune nessage and before forwarding it towards
the source. A value of O dictates to upstreamrouters that the
join/prune had reached an existing TR In the domain and from now on
MUST be forwarded towards either the source, if the source is an
internal source or there are no core donmin inplenentations, or the
TR inside the core domain if the source is an external source that
can be reached by core domain. This bit can al so be set by a PER or
by a PER'BPR in case a join/prune nessage is received from anot her
Pl M NG donain or a PIM SM domai n and nust be forwarded towards any
existing TRin the domain to either reach a source inside the
domain or towards a source in other donains.

C-BIT: Core-Domain-BIT can be set by either the client originating
a join/prune nessage or the TR inside the core donmain. If a client
is originating a join/prune nmessage for a source which is not an
internal source and can be reached by passing through an existing
core domain, it will set this bit to 1. A value of 1 neans that the
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packet MJST be forwarded towards the TR inside the core domain
first with the unicast address that can be found in the appropriate
field. And a value of 0 can be set by the TR inside the core
domai n, which dictates to upstreamrouters that the join/prune
message MUST be forwarded hop-by-hop towards the source from now
on. This bit can also be set by a BPRin case it receives a

j oi n/ prune nessage froma PIM SM nei ghbor router. The rel ated
processes and concepts will be discussed |ater.

Source (R1l) receives the join/prune nessage. And joins the shortest
path tree for (G and starts sending the nmulticast data destined for
(G down the shortest path tree towards the receiver.

In order to receive packets fromRl, R4 wll have to send periodic
keep-alive or join nmessages every 30 seconds to RL. Rl receives the

join-request and will know that R4 still needs the traffic. If Rl
(source) doesn’t receive 2 keep-alive nessages fromthe host (R4) it
wi || assunme that the host doesn’t exist anymore and will

automatically stop forwarding nulticast traffic to the host (R4).

If R4 no |longer needs to receive the traffic fromRL, it will inform
R1 by sending a prune nessage to the upstream Pl M NG router
forwarding the traffic .this is done due to the fact that there m ght
be other hosts connected to the upstreamrouters in need of receiving
the traffic.

4.2.3. Source specific nmulticast

Source specific nmulticast (SSM [6] can be inplenented under the
foll ow ng rul es:

0 PIMNGT routers MIUST NOT send the unicast-encapsul at ed Request
for Source nessage for SSM addresses.

0 PIMNG routers MIST NOT send a regi ster nessage for any packet
that is destined to an SSM addr ess.

o If any TR exists in a PIM NG domain, a PIMNG router MJST join
the (S, G RPT) rooted at the TR which is considered the
shortest path tree towards a source by PIM NG specifications.

0 ONLY incase that in a PIMNG nulticast Domain TR is inplenented
and the TR and CG-RP are the sane conponents, a Cient is allowed
to create the join/prune nessage for the SSM address and send it
towards the existing CRP, which is also the TR
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3-

RP receives the request
from R4, Looks into its
multicast-mapping table.
Rp finds the unicast
10.1.1.0/24 address of the source

6 generating 228.8.8.8
R1 receives the join
request . puts its S1 10.1.10.3
interface to forward R1 <0 0 1
and sends the : . B st C-RP
multicast data to . 10.1.2.0/24 10.1.3.0/24 -
R4.as long as R4 A : A
4 4 4 Type: lam RP Source for (G) is R1 .
needs to receive : RP ack 10.1.10.3 :
1014024 | : o 10.1.5,0/24
5 Type: R-bit:0 Need to receive :
join C-BIT:0 traffic destined to : -
228.8.8.8 : :
v _lst PP PUPU—— : 50
E%ED 10.1.6.0/24 51%
T2 Type: request for source lam R4 Need source for | i
10. 15" ’ unicast-encapsulated 228.8.88
v :
E 1-
IGMP join for

== |228.8.8.8

Figure 12 Conmuni cati on between Host and Source
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4.2.4. Source Discovery Delay Prevention

One of the inportant factors in a nulticast donmain is the tine
t hrough which a client discovers or finds the source of a nulticast

group (Q.

Up to this point the processes through which a source registers with
C-RP and finally a client discovers the (S) for (G by sending a
request for source nessage to the C-RP have been expl ai ned.

Thr oughout the expl anations we saw that if a source is registered
,Since the information regarding the source is saved in an speci al
table called MMI' as soon as a client sends a request for source to C
RP the CGRP will be able to send back the unicast address of (S) for
(G in an acknow edge nessage to the client.

Now what happens if a client sends its request for source nessage to
find the (S) for (G to the CRP and the source (S) for (G is not
regi stered yet?

As it has been explained by PI M NG specifications, in such a case the
CRP will send a NULL-ACK for the requested (G back to the client
which is in the formof (*, G and the client will have to start a 30
second timer after receiving the NULL-ACK from CRP and send
periodi cal request for source nmessages until the source becones
active and the CG-RP responds with an acknow edge containing (S) for
(9.

Now what wi Il happen if the (S) for (G becones active right after
the CG-RP sends the NULL-ACK to the client?

As explained the client will have to try again in 30 seconds and send
its periodical request again to the CG-RP. In this case and
considering that the (S) for (G becones active 1 second after the C
RP responds to client with a NULL-ACK, the worst case scenario wl|
be that an unwanted 30 second delay will occur until the client sends
its request again and finds the (S) for (Q.

To elimnate this delay in source discovery, PIMNGIintroduces a
mechani sm or process through which the GRP will:

0O Save the state of the clients to which it sends a NULL-ACK for
the requested (GQ.

0 As soon as the (S) for (G becones active and registers the C

RP will informthe clients who had been responded with a NULL-
ACK for that specific source (S).
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Through the above the CGRP will be able to informthe client as soon
as the source becones active and the client will be able to find (S)
for (G as fast as possible.

To do so PIM NG specifications introduces its Source Discovery Del ay
Prevention nethod which is divided in to 2 nodes:

o Default-Mde.
0 Adm n- Mode.
4.2.4.1. Delay prevention in Default-Mde

This node is activated by default as soon as a PI M NG Anare Router is
configured to becone a CG-RP and is suitable for all types of
mul ti cast network topologies formsmall sized networks to |large sized
networks. But it is strongly advised by PI M NG specifications to use
this node in small sized networks in which the nunber of clients are
| ow.

Bell ow rul es and specifications apply to Default-Mde:
o It is done automatically by existing C RPs.

o It is suitable for small sized network topol ogi es but
applicable to nediumand | arge sized networks too.

o0 Inthis node GRP will save the state of clients to which a
NULL-ACK is sent in a special table called dient Request Table
(CRT). And by state PIM NG neans the unicast address of the
client alongside the nmulticast group (G which the client needs
to find the associated source(S) for it and finally a tiner
whi ch defaults to 33sec (30+3).

0 GCRP MIST only put an entry in CRT for the clients to which it
sends a NULL- ACK.

o For each (G that the CGRP sends a NULL-ACK an entry MJST be
put in CRT.

o The tinmer which defaults to 33sec(30sec for the default
periodical client request + 3sec) is a countdown tiner and
resets to 33sec ONLY when both of the bellow conditions are
true:

1- The source is not active and registered within 33seconds.
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2- GCRPreceives clients periodical Request For source within
33sec which shows that the client is still interested in
finding (S) for (G.

An entry is deleted from CRT when any of the bellow conditions
is true:

1- The source for (G becones active within the tine period of
25 seconds or since the tinmer in CRT is a countdown tiner 33
to 8 seconds which results in C RP sending an Acknow edge
containing (S) for (G to the client.

2- The source becones active in the tinme period between 8 to 0
seconds and C-RP receives the periodical Request for Source
formthe client and responds to client's request by an
Acknow edge of (S, §.

3- The source is not activated within the 33sec tine interval
and C-RP doesn’t receive the periodical Request of client for
that specific (G in 33sec which indicates that the client is
not interested anynore in finding (S) for (Q.

4- The source is activated and registered in the tinme interval
between 8 to 0 seconds but the C-RP doesn’t receive the
periodi cal Request for Source fromthe Cient which shows
that there client is not interested anynore in finding (S
for (Q.

As long as there is an entry in CRT, for each new source (S)

t hat beconmes active CRP MJST check the contents of CRT and
check the (G represented by newy activated source(S) agai nst
the entries inside CRT and if there is a match then dependi ng on
the tinme that is showm by the tiner CRP MUST act in one of the
bel | ow ways:

1- If the tinmer shows a tinme between 33 to 8 seconds, the CRP
MJST i nmedi ately send its unicast-encapsul ated Acknow edge
containing (S) for (G to the client and after the tinmer goes
of f and becones equal to O delete that entry fromthe CRT.

2- If the timer shows a tinme between 8 to 0 seconds, the C-RP
MJUST NOT send an Acknow edge back to the client and MJST wait
to receive the client's periodical Request for Source and
then send an Acknow edge in response to the Cient's Request
and delete the entry from CRT. Note that each 30 seconds the
client who has received a NULL-ACK will send peri odi cal
Request to C-RP and since when the tinmer shows 8sec we wl |
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have 3 seconds to the next periodical Request it will help to
reduce CRP's work to wait for the next periodical Request,
also in case that the client is not interested anynore in
finding the (S) for (G then at this point it will be a waste
of C-RP resources to send an Acknow edge after the tinmer
passes the 8sec.

o For Default-Mde to work without problemthe tiners on al
routers MJUST be the sanme. Thus the C-RP sends the value of the
Timer set on it in the Null-ACK packet in the GDPT field so that
t he synchroni zation is done automatically.

o If the default tinmer is changed by an adm nistrator, the tine
range in which the GRP is to send a notification MIST be
between the higher limt and the 8 seconds. so if for instance
the tine is set to 60 then CRP MJUST only send notifications
bet ween 60 to 8 seconds.

The above being expl ai ned and since the involved processes will keep
the GRP a little busier it is suggested to use this node in
topologies with a | ow nunber of clients although this node works
perfectly under any topology. Also it nust be noted and consi dered
that due to the unique Domain concept(4.6.1.1. ) introduced by Pl M NG
whi ch allows inplenenting the Sub-Donmai n concept(section 4.6.5) it is
possible to divide any large nulticast domain to a nunber of smaller
domai ns which then nakes it possible to easily use the Default-Mde
under any network topol ogy.

4.2.4.2. Delay prevention in Adm n- Mbde
This node is a suitable choice for |arge network topol ogi es with nmany
clients which will reduce the work overhead of CGRP' (s). and is
suggested to be used in scenarios in which CMAPPER (s) are
consi dered and al so the Sub-Domai n concept is not considered.
Bel | ow rul es and specifications apply to Adm n- Mode:

o The Adm n-Mbde as the nane inplies needs to be activated on all
existing CRPs by an adm ni strator.

o For each dient's Request for Source to find the (S) for (Q
that the CG-RP sends a NULL-ACK of (*, G an entry MJST be put in
CRT.

o The entry in CRT is as explained in Default-Mde.
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As long as there is an entry in CRT, for each new source (9S)

t hat beconmes active CRP MJST check the contents of CRT and
check the (G represented by newy activated source(S) agai nst
the entries inside CRT and if there is a nmatch then dependi ng on
the tinme that is showm by the tinmer CRP MUST act in one of the
bel | ow ways:

1-

If the tinmer shows a tinme between 33 to 8 seconds and
Dynam ¢ RP di scovery type 1(4.4.2.2. ) is in use, the CGRP
which is also acting as the C MAPPER MUST send a Milti cast
Notification called New Activated- Source-Notificati on(NASN)
to the entire popul ation of PI M NG AWARE routers using the
destination address 239.0.1.190 which is used by this draft
for the sinplicity in explaining the processes as the address
used by G MAPPER (s) when sending nulticast introductions or
notification within the nulticast domain. This notification
contains either only all the (G for which there is an entry
in CRT or both the (G and the unicast address of the source
(S) representing (G . both nethods can be used al t hough the
later is faster approach but |ess secure because it is not a
good approach to let all the clients know about the unicast
address of all the sources that are active in the domain.

If the tinmer shows a tinme between 33 to 8 seconds and
Dynam ¢ RP di scovery type 2(4.4.2.3. ) is in use, then the C
RP MJST send a uni cast-encapsul at ed New Acti vat ed- Sour ce-
Notification to the cl osest Active CMAPPER the way it sends
its introductions. This notification contains either only al
the (G for which there is an entry in CRT or both the (G
and the uni cast address of the source (S) representing (G.
bot h net hods can be used al though the later is faster
approach but | ess secure because it is not a good approach to
let all the clients know about the unicast address of all the
sources that are active in the domain. After C MAPPER
receives the CG-RP notification it wll send out a nulticast
notification to the entire popul ation of PIM NG AWARE routers
wi thin the domain using the destination address 239.0. 1. 190.

If the tinmer shows a tinme between 8 to 0 seconds, the CRP
MJUST NOT send the notification to the C MAPPER and MJST wait
to receive the client's periodical Request for Source and
then send an Acknow edge in response to the Cient's Request
and delete the entry from CRT. Note that each 30 seconds the
client who has received a NULL-ACK will send peri odi cal
Request to C-RP and since when the tinmer shows 8sec we w ||
have 3 seconds to the next periodical Request it will help to
reduce CRP's work to wait for the next periodical Request,
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also in case that the client is not interested anynore in
finding the (S) for (G then at this point it will be a waste
of C-RP resources to send an Acknow edge after the tinmer
passes the 8sec.

4- |In all the above conditions, after the C-RP receives the
client's request for source representing (G for each (G
there is an entry in CRT, the CRP MJUST delete the entry for
that (G fromthe CRT after the tinmer goes off and is equal
to O.

o Al the clients receive the notification and those that have
received a NULL-ACK for (G wll send their queries to CRP
again only if there is an entry for (G they had received a
NULL- ACK for. Since considering that if the clients send their
queries imedi ately RP m ght get too busy, then each client MJST
activate a 3 second tinmer and after the timer goes off wll send
its query. O if the notification contains the unicast address
of the source too then clients will be able to join the SPT for
(S, G immediately. it is possible to make nodifications so that
this special notification is only readable by clients that have
recei ved a NULL- ACK

o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e +
| dient unicast addr| Requested Goup (G |Tinmer |
o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m oo +
I | I |
o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e oo +

Figure 13 dient Request Table (CRT)

o

1 2 3
01234567890123456789012345678901
e i S S i i I e e e I i e et o S i S S S e S s
PIM Ver| Type | Reserved Checksum |
S e I R R S e e S il R S S e e i S S S e e R i
DOMA |

+
[

+

+

R i I R R S S T R R R e e i lh I S S e e
| C- MAPPER s dr ess |
R i I R R S S T R R R e e i i S S S e e
| Activate (
R i I R R S S T R R R e - +-
+

+

G1) I
et S S S

e I e i ok ok S T S e e i st e R T e e S e il te o

Activated G oup N (GN) |

e I e i o s S T S e ki i o e e e e S e i s
Figure 14 New Acti vat ed- Source-Notification nessage format
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o0 Type: NASN (New Acti vat ed- Source-Notification)

4.3. Communi cati on between PIM NG routers

It is inmportant, that connected Pl M NG nei ghbor routers nmaintain a
steady state of connection. 1In order to do this PIMNG routers w ||
send periodic HELLO nessages or sinply call ed Keep-Alive nessages to
t heir nei ghbors.

This HELLO nessages will be sent to the address 224.0.0.13, all PIM
routers.

What is changed is not the process of sending, rather the contents of
the hell o nessage. A new hello packet is defined and conpared to the
original PIMSMspecifications, Figure 15.

Original PIMSM HELLO packet

0 1 2 3
01234567890123456789012345678901
B T s o ST e et s e T SR S o T I S i T S
| PIM Ver| Type | Reserved | Checksum |
B i e S o O T I i S R Tk e S N I S S
Opti onType | Opti onLengt h |
T i S S S i S I ih s (i S S S S
Opt i onVal ue

T e o s s S S i s

_—

T i o S i S i A I S i e 2
Opti onType | Opti onLengt h |

T i S S S i S I ih s (i S S S S
Opt i onVal ue I

I
+-
I
I
+-
I
I
I
+-
I
+-
|
e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e+
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PI M NG hel | o packet

o

1 2 3
90123456789012345678901
e o i S S e i i ol sl IR RIS SR S S S R R
Reser ved | Checksum |
i e i S S e il ol sl IR RIS SRR S S S R R

'O
+
Cp
+
N
w
I
o
o
\l
©

0
<
+———%c§+

+
oom:!
+ +
@
+— +

O

|
Reser ved |
|

H

B i S T T i T i o S i S S
DOMAI N |
el I e i ok ok S T S e e i st I NI T e e S e il te
Pl M Donai n t opol ogy tabl e |
e I e N i ok o S T g S e T i T e e s o s ol sl o R
JO NED GROUPS TABLE |
e I e i ok ok S T S e e i st e R T e S S e il e
Opt i onVal ue

T T S il T s

T S S i s S i i S S S S
Opti onType | Opti onLengt h
T T S i S S S e S e e St S S S o
Opt i onVal ue

- +— +——— +—— +— +— +— +————_+— +

- +— +—  +—

e i T i S S e i S i NI SR SR S S

Figure 15 original PIM SM hello packet conpared with the new hello

packet format

Type: HELLO

New fields are added to the new packet which in |ater sections their
usage w Il be covered:

1- RMBIT: can be set to 1 by the sending neighbor to informthe

Sam

ot her nei ghbors about the existence of the C MAPPER incase dynam c
nmet hods are being used. A value of 0 indicates that the neighbor
doesn’t know about any RP or C- MAPPER

EDG-BIT: if set indicates to all downstream CLIENTS that a PIM

EDGE-Client exists in the network to limt the propagation of
mul ti cast introductions sent by CGMAPPERs and C-RPs. And to
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regi ster a nulticast source the clients MIUST send the register
nmessage directly to the EDGE- CLI ENT which is responsible of NAT
operations. The EDGE-CLI ENT can be considered as the DR of a Miulti-
Access Network which is part of one PIM NG Miulticast Domain.
Downstreamrouters need to look into Pl M DOVAI N TOPOLOGY TABLE to
find the address of EDGE-CLIENT, if the EDGE-BIT is set.

3- ZTC-BIT: if set indicates that there has been a change in the
mul ti cast groups the CLIENT has joined the SPT for. a PI M NG CLI ENT
will set this bit in case there has been a change in its JO NED
GROUP TBALE and will send the table in the hell o nessage.

4- Domain field: a 32 bit field used to announce the Domain a Pl M NG
ROUTER is resided in to the neighbors. Only Pl M NG ROUTERs w th
mat chi ng Domai ns can becone nei ghbor.

5- PIM Domain topology table: this table as described before in the
definition section, holds the information related to the CGRP (s),
C- MAPPER (s) and ot her conponents. What is included in this table
is actually the unicast addresses of each of the conponents
ment i oned.

6- JO NED GROUPS TABLE: holds the list of all the nmulticast groups a
Pl M NG- CLI ENT has joined the SPT for and is receiving the rel ated
traffic, inthe format of (S, G or (S, S, G which the first S
i ndi cates the uni cast address of the PI M NG CLIENT which is sending
the traffic to the domain and the second S indicates the address of
t he host or server inside the LAN behind the client. this table
will help clients in the process of sending join nessages to the
source of a nulticast group in case their neighbors are already
receiving that traffic :

o the client in need of receiving nulticast traffic for
(*,Qo0r(S, G first looks inside this table to see if the
nei ghbor PI M NG CLI ENTS has al ready joi ned the group and
receiving the traffic ,before asking the CGRP for the unicast
address of the source.

olf there is an entry in this table for the nulticast group it

needs it will send a join/prune nessage to the nei ghbor for
t hat group
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olf there is no entry for the nmulticast group it needs in this
table, it will then ask the CRP

OA CLINET will send the table only incase that there has been a
change in its internal JO NED GROUP TABLE , like joining the
SPT for a new group or | eaving/pruning froma group .in such
cases client nmust informthe neighbors by setting the ZTC-BI T
inits hello nessage.

T +
| Source unicast addr| Role | priority | Donmai n| TR G oup]|
ot m o e o e e e e e e e e e e e e e m e e e e e e e e e e e e e maoaoo - +
| | | | | |
ot o e e o o e e e e e e e e e e e e e e e e e e e e e e e e oo +
| | | | | |
ot m e m e e o e e e e e e e e e e e e e e e e e e e e e e e e e amaooo- +

Figure 16 PI M domain topol ogy table (PDTT)

Sour ce uni cast address field: holds the uni cast address, rel ated

with either one of C MAPPER, C-RP, SC- MAPPER, BPR or EDGE- CLI ENT

Rol e: indicates that the address entry inside the source unicast

address field belongs to what conponent of the PI M NG domain

1

2.

3.

C- MAPPER(C-M and SC- MAPPER(SC-Mw th binary codes 1 and 2
C-RP and SC-RP with binary codes 3 and 4

A ROLE of EDGE with binary code 9, can be seen in designs, that
to reduce the propagation of mnulticast introduction nessages, a
Client is chosen to act as the EDGE-CLIENT and will not pass any
mul ti cast introductions received on external interfaces to
internal interfaces. In such a design the EDGE-CLIENT IS
responsi bl e of introducing only the existing TR (S) to its
downstream clients by sending the Pl M DOVAIN TOPOLOGY TABLE to
downst ream nei ghbors. An EDGE- CLI ENT MUST BE ONLY used in parts
of a PIM NG nulticast network where no CGMAPPER, C-RP or TR
exi sts. And the downstreamrouters MJST BE only clients. Also in
such networks a nulticast source can use private |IP addresses,
and such a source MJST send register nmessages to the existing
EDGE- CLI ENT' (s). Rel ated concepts will be explained in the
appropriate section' (9S).
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4. A role of PPER (PRI VATE- Pl M EDGE- ROUTER) with binary code 8 can

be seen when a private PIM NG domain is connected to anot her
domai n t hrough the use of PI M EDGE- ROUTERs whi ch are responsible
for the process of NETWORK ADDRESS TRANSLATI ON ( NAT) .

5. Arole of BPRwith binary code 10 can be seen in designs where

a PIMNG nulticast domain is connected to a PIM SM nul ti cast
domain. The information related to BPRis locally significant to
C- MAPPER and won't be sent to all PIM NG routers.

6. A role of STC- MAPPER ( STANDBY- C- MAPPER) with binary code 5 can

be seen in network designs with PEER-C- MAPPERs inside the sane
Domain. In the case of existing Peer CMAPPERs, C-RPs w || use
the cl osest C-MAPPER to propagate the information associ ated
W th existing sources inside the domain.

7. Arole of TRwith binary code 6 can be seen in case any TR

i npl enentati ons are considered inside the domain. Please do note
that a CGMAPPER or C-RP can take the role of TR too or the TR
can be a separate and uni que Pl M NG AWARE- ROUTER i nsi de the
domai n.

8. Arole of CGTR (core-TR) with binary code 7 can be seen in PIM

NG DOVAI Ns. It indicates the existence of a core-domain and the
uni cast address of any existing TR inside the core domain for
further use by clients inside each domain.

Priority: this field holds the priority related to an EDGE- CLI ENT
and is used only in hello packets sent to private networks by an
edge-client. Related concepts will be discussed |ater.

DOVAIN: in case separate PIMNG nmulticast donains are going to be
connected to each other through the use of an EDCGE router, the
Donmain to which a Pl M EDGE- ROUTER is connected will be inforned
inside this field. This field is usable by C MAPPERs inside each
domain and thus won't be sent to ALL-PI M NG CLI ENTS by C MAPPER
when sending introductions to 239.0. 1. 190.

TR Group: this field indicates the TR group each TR bel ongs too

and is set to O by default. It is ONLY set by C MAPPER or the
Active C-MAPPER and is used in Bidirectional PIMNG processes.
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When a PIM NG CLI ENT receives a join nessage fromits neighbor for a
mul ti cast group, that it is joined to and is receiving the traffic
for, it will then forward the traffic on the interface that the

nei ghbor is connected to and towards that nei ghbor.

The definitions given by the original PIMSM[7] are applicable to the
ot her fields.

4.4. RP discovery

RP di scovery in general, points to the processes involved in, how a
Client finds the CGRP in the first place to send a request to and
reach the destination it wants.

In PIM NG RP discovery is done in 3 different conditions or better to
say network topol ogi es. Choosing the best solution depends on the
specifications of the network and will be deci ded by network

adm ni strators.

Bellow the 3 different RP discovery solutions are briefly defined,
and will be explained |ater:

1- Static RP discovery :

The uni cast address of CRP is statically given to each Pl M NG
router through special comrmands.

2- Dynam c RP discovery type 1

Type 1 is used in networks not so big to need redundant RPs. and
al so used in order to make the process of RP discovery easier and
nore scal able. This type uses its own set of commands for the sake
of sinplicity in explaining the processes .in this type of RP-

DI SCOVERY a router is given the role of both C MAPPER and C- RP

3- Dynam c RP discovery type 2 :

Type 2 is used in large networks with many routers, which will need
to have C-RP redundancy. Also this type is suitable for the future
needs of World Wde Wb (internet). This type uses its own set of
commands for the sake of sinplicity in explaining the processes. In
this type CMAPPER and C-RP' (s) are different routers.
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In the follow ng sections the above three RP di scovery nethods w |
be di scussed.

Al so pl ease note that any command line witten in this docunent from
this point forward is just to provide a good sense of understandi ng,
and to provide sinplicity in explaining the processes involved and
shall not be taken as the solid conmand Iine to be used. Also to nake
t he expl anation process and the understandi ng easier sonme of the
processes and specifications are explained through scenarios and
exanpl es.

4.4.1. Static RP discovery

As the nane indicates, the unicast address of the CRP which is the
| P address of a | oop back interface created on RP, is set on each PIM
router so the PIMrouters will be able to comunicate with RP

The process is as foll ows:

1- A |l oopback interface, typically | oopbackO is created on RP and an
| P address is assigned to it.

2- The candidate RP router will knowthat it is the RP and wll have
to use its | oopback O by initiating the command :

<# | P PIMNG SET-RP SOURC-LO "x" | NTERFACE X, | NTERFACE Y, | NTERFACE
Z. >

by initiating this command on the router, the router understands that
it isthe RPand it will have to use its |oopback O unicast address
to conmuni cate, or better to say it will use its | oopback O in the "
source unicast address field " and also if it sees its | oopback O

uni cast | P address as the destination of a PIMNG packet it will have
to answer to that packet. And also it will have to bring its
interface "X, Y, Z" in to the PIM gane.

3- On all the other PIMrouters the bellow command is initiated :

<# | P PIM NG CLI ENT RP-ADDRESS "X. Y.Z W | NTERFACE " X", | NTERFACE
VIS

This command tells the router that it is a client of the RP with
address of "X . Y.Z W .and to find any source or to be able to send
mul ticast traffic to any host looking for that traffic, it wll have
to contact the RP through the processes explained before. And also it
will have to bring its interface "X, Y' in to the PI M gane.
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Since the C- MAPPER plays a significant role when it cones to
connecting different PIM NG nmulticast domai ns and for exchanging the
information related to existing nulticast sources in each domain the
C-RP takes the role of a CGMAPPER too in the static node. But no C
MAPPER i ntroduction nessages will be generated by the CGRP within the
mul ti cast domain and the additional role of CGMAPPER is only used
when exchanging information related to existing nulticast sources

w th ot her domai ns.

A PI M NG speci fication advises that a nmechani sm be i npl enent ed

t hrough whi ch any exi sting conmponents such as PPER (s) and BPR (S)
MUST | earn about the C- MAPPER or better to say the existing CRP
t hrough static configuration of the C RP unicast address.

In case any TR exists within the nmulticast domain or the domain is
connected to a PIM NG core domain, PIMNG strongly advises that the
uni cast address of existing TR (S) be introduced to each Cient

t hrough static configuration since there will be no C MAPPER
introduction in the static RP discovery node.

At the end PI M NG specifications strongly advises to inplenment the
static RP discovery nmethod in design plans where the nmulticast domain
is of small size and the domain is not connected to other donains.
And if the multicast domain whether big or small is supposed to be
connected to another domain it is strongly advised by Pl M NG
specifications to use one of the Dynam c RP discovery nethods
described in the foll ow ng sections.

Al t hough in the final sections of PIMNG specifications a new concept
will be explained which is related to connection of a Miulti-Access
networ k which can al so be considered a small sized nulticast donain
to anot her domain or a service provider mnmulticast domain wthout the

need for existing of any CMAPPER, C-RP or TR in that Milti-Access
network which is unique to Pl M NG

4.4.2. Dynam c RP discovery

As stated before PI M NG uses 2 types of dynam ¢ RP di scovery nethods
dependi ng on the needs and the size of the network:

1- Dynam c discovery type 1

2- Dynam c discovery type 2
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4.4.2.1. Multicast | P addresses used

Bef ore expl ai ning the processes involved in Pl MNG DYNAM C- RP-

DI SCOVERY- TYPELl, there are sonme nulticast destination group addresses
t hat nust be defined which are used in both DYNAM C- RP- DI SCOVERY

met hods:

1- Milticast group address 239.0.1.190 :

This address is reserved to be used by C MAPPER at the tinme of
introducing itself to other PIMNG routers. PIMGN routers/clients
will listen to this nulticast group address to find the C MAPPER
and the existing GRPS. So a new PIMNG CMAPPER wi Il send its
introduction to this destination address.

2- Milticast group address 239.0.1.189: this address is required to
be used as the reserved range for the communication of RPs in order
to hold an el ection between RPs incase backup RPs are needed. Al so
this address is used to find peers automatically in case redundant
C-RP is needed in the network.

3- Multicast group address 239.0.1.188 : this address is required to
be used as the reserved range for the communication of MAPPERs in
order to hold an el ection between MAPPERs incase backup MAPPERs are
needed. The usage of this range will be covered |ater.

Now t hat the addresses are defined, it is time to explain the process
t hrough which the PI M NG dynam ¢ RP di scovery is done and
i npl enent ed.

4.4.2.2. Dynamc RP discovery TYPE-1

There m ght be sone network designs in which, the presence of only
one dedicated router as the RP is adequate but for adm nistration
pur poses, adm nistrators prefer to use an autonmati c nechani sm so
that every PIMrouter will know the RP. An exanple of such networks
can be an enterprise or a conpany which uses nmulticast applications
such as voi ce and video conference often and not always. |n other
words the network doesn’t need to have multiple redundant RPs and
also they don’t use multicast applications all the tinme, but for the
sake of easy adm nistration and mai ntenance adm nistrators prefer to
use the automatic nechani sm

In such a network a router will be used as the designated RP or
candidate RP (CG-RP), and will introduce itself to other PIM
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routers/clients as both C MAPPER and C-RP .and as soon as all the
clients understand about the presence of the CMAPPER and C-RP the
rest of the process is as before.

The process is as foll ows:

1-

2-

3-

Sam

A router is chosen as the CRP. Then |like the specifications of
the static RP a | oopback interface is configured on it. The
| oopback is better to be the | oopback O interface.

The commands :

<#1 P Pl M NG DYNAM C- RP1 SOURCE- LO " X" | NTERFACE [ TYPE] "X" ,
| NTERFACE [ TYPE] "Y"> and

<#IP PIM NG DOVAIN [ X] > are initiated on the RP

Above commands tells the router that it is both C MAPPER and C RP
in the network and the Dynam c di scovery nethod used is typel and
it should use its interface | oopback "X' as the C MAPPER and C-RP
uni cast address in introductions. And it should bring its interface
"X, y,.." into the PIM Ng gane.

So router sees that it is the CGRP and the discovery protocol used
is Dynam ¢ and the discovery nethod is typel, and knows that:

o It isthe only RPin the network and also it nust introduce
itself as the C MAPPER

o It is resided in domain X

o It should Send nulticast introduction nessages to nulticast
address 239.0.1.190, out its interface "x, y" and any ot her
interfaces configured to be in the PI M NG gane.

o It should put the interfaces defined in the conmmand in to
forwarding for the nulticast address destinations 239.0.1.188
and 239.0.1.189.

o It should Send periodic CMAPPER-introducti on nessages every 60
seconds.

o If by any neans it is reloaded as soon as it conmes back up, it
shoul d send a nulticast introduction to 239.0.1. 190 ASAP.

All the other none-RP PIM NG routers are configured as the clients
of C- MAPPER/ RP.
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4- on PI M NG none-RP routers(clients) commands

<#| P_PI M NG DYNAM G- RP CLI ENT | NTERFACE [ TYPE] "X', | NTERFACE
[TYPE] "Y">

<#I P PIM NG DOVAIN [ X] > are initiated.

above commands tells the router that it is in a PIMNG netwrk and
the protocol by which it can find the RP is Dynam c RP di scovery
.also it understands that it should bring its interface "x ,y" and
any other interfaces dictated, in Pl M NG gane.

After entering the above commands in a none-RP or a client
router' (s) the router knows that:

0 it isin PIMNG domin X

o It should use dynamic nethods to find the RP .so it will wait
to receive a C MAPPER introduction nessage.

o] it should listen to nulticast address 239.0.1.190 to hear the
C- MAPPER- i ntroducti on nessage to | earn about the C- RP/ RPs

o it should bring the interfaces nentioned in the command in PI M
NG gane

o It should put the interfaces nmentioned in the command in
forward for the address 239.0.1.190 so others will hear the C
MAPPER i ntroducti on nessage. Also it should put those interfaces
into forwarding state for group addresses 239.0.1.189 and
239.0.1.188.

o] IT it doesn’t receive the address of the C-MAPPER in the first
hel | o- acknowl edge received fromthe neighbor, it should wait to
hear fromthe C MAPPER

Now t hat the overall process is covered, in the next section the way
RP and clients communi cate will be explained and the new packet
formats will be shown.

4.4.2.2.1. RP introduction process

As soon as the router designated as the C-RP and C MAPPER, is
configured and knows that it is the only RP in the network, it wll
start the process of introducing itself as the C- MAPPER to the
network by sendi ng the C MAPPER-| NTRODUCTI ON massage to the nul ticast
destination address 239.0.1.190 (Figure 17).
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Figure 17 C MAPPER- | NTRODUCTI ON massage sent to 239.0.1.190

Type: C MAPPER- | NTRODUCTI ON

RMBIT field : if set to 1 in a CMPPER introduction nessage sent
to 239.0.1.190 , tells to all PIMNG CLIENTS that only 1 RP exists
in the domain .so the address of the C-MAPPER is the unicast
address of CGRP . If this bit is not set to 1 then indicates to all
PI M NG CLI ENTS that in order to find existing CRPs they should
read the contents of PDTT.

A-BIT field: is set to O in this type. Its usage wll be discussed
| ater.

GROUP and PRIORITY fields: 8 bhit fields, and are set to all zeros
when sending introduction to 239.0.1.190 .and clients won't read
the contents of these fields.

ZTCN-BIT field : if a CMPPER needs to inform ALL- Pl M NG CLI ENTS
about a change it will set this bit, also if a C MAPPER needs to
informa change in the domain to SC- MAPPER or PEER C- MAPPERs , it
Will set this bit .use will be discussed |ater.

B-BIT: Bidirectional Bit. If set to 1 in such introduction nessage
i ndi cates that the domain uses the manual node(4.7.2.1. ) and for
any nmulticast group found in Bidirectional G oups Table sources and
receivers MIUST imedi ately join the SPT rooted at cl osest TR

Expires May 27, 2018 [ Page 50]



| nternet-Draft Pl M NG Novenber 2017

o DOVAIN indicates the domain in which a C MAPPER resides. It can
be used as either a security factor or as an scoping nechani sm so
that clients and C-RPs inside one donain wont react to the
i ntroducti ons sent froma C MAPPER i n anot her donmi n.

o PIM Domain topology table (PDIT): when the RMBIT is set the G
MAPPER won't send this table in its introductions sent to
239.0.1.190, unless a TR is considered in the domai n.

The Type field is set to C MAPPER-|I NTRODUCTI ON1 so the clients
receiving the packet will know that it is an introduction nessage
sent fromthe C MAPPER and will |ook directly into the "SOURCE

UNI CAST ADDRESS" field. The address field contains the unicast
address of the interface | oopback "X' of the C MAPPER and the next
field contains the address of the SC-MAPPER if any exi sts.

After sending the first introduction nessage , C MAPPER/ RP sets a
timer of 60 seconds and starts counting down to O ,and resends the

i ntroduction nmessage so all the PIMNG routers will know that the C
MAPPER still exists.

4.4.2.2.2. Back up C-RP considerations

If any backup G-RP is needed to be considered in such networks
expl ai ned above for the sake of high availability a nmechanismfor the
negoti ati on between the RPs and el ection of the candidate RP(C-RP) is
needed.

The process is as foll ows:

1- The addition of <GROUP [0-255]> to the command tells the router
its group nunber and the PEER RP GROUP[ X] tells the router that
there is another RP which it nust becone peer with but since the
group nunber of the peer is the sane as its own val ue an
el ection is needed to elect the C-RP and SC-RP. The values in
front of the GROUP neans that all the RPs belong to one unified
group. The usage of the GROUP will later be nore clarified. and
the <PRIORITY [ VALUE BETWEEN 0- 255] > at the end of the command
will define each CRP's priority in the election process :

<#1 P Pl M NG DYNAM C- RP1 SOURCE- LO " X" | NTERFACE [ TYPE] "X" ,
| NTERFACE [ TYPE] "Y">

<#1 P Pl M NG GROUP [ X] PRI ORI TY[ VALUE] >
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<#I P PI M NG PEER RP GROUP[ X] ADDRESS>

2- If the address of the peer is not used, RPs will send nulticast
i ntroduction nessages to the reserved address 239.0.1.189, so
the other RP/RPS wll find each other.

3- An election based on the highest priority configured on each C
RP , or highest CRP unicast address will be held between the C
RPs

4- The candidate RP wll take the responsibility of both C MAPPER
and C-RP as expl ai ned above

5- RPs will send unicast keep-alive nessages to each other every
30 second.

6- The candidate RP, CG-RP, will send a copy of its nulticast-
mappi ng table only incase that any changes occur in the donmain.
And C-RP periodical introduction nessages to SC-RP wont contain
any MULTI CAST MAPPI NG t abl e.

7- In case any changes occur CRP will set the Z-BIT inside its
I ntroducti on nessage to SC-RP which indicates that a change has
occurr ed.

8- If nore than 2 RPs are considered in a network design, an
el ecti on between none candidate RPS will be held to choose the
second best choice (SC-RP) to be the RP if the candidate RP is
dead.

9- The candi date C-RP which has the role of C MAPPER too, wll
send the uni cast address of the second best candi date as SC-
MAPPER in its introduction nessage sent to all PIMNG routers
every 60 second for further use by PIMNG clients.

10- PIMNG clients will wite the address of the C MAPPER, SC-
MAPPER and C-RP in a special table called PIM Donmai n Topol ogy
Tabl e (PDTT) for further use.

11- |If SC MAPPER/RP doesn’t receive any INTRODUCTION/KEEPALIVE-
MESSAGE fromthe C MAPPER/ RP in 2*| NTRODUCTI ON/ KEEPALI VE- NESSAGE
plus 5 seconds tinmer (2*30+5) it will imediately take the place
of the CRP and send a nulticast introduction to 239.0. 1. 190.

12- If the SC-MAPPER/ RP recei ves a REQUEST- FOR- C- MAPPER nessage

froma client asking about the existence of the CGMAPPER in 70
seconds it wll react in 2 ways :
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o It will imediately query the C MAPPER/ RP by sendi ng an
i ntroduction nmessage and if it receives a KEEP-ALI VE nessage
fromthe G MAPPER/ RP which nmeans the CG-MAPPER/ RP is still
alive then it assunes that the client which is | ooking for
C-MAPPER/RP is having problens .so it will return the
address of the current C- MAPPER/ RP back to the host in a
uni cast C MAPPER- | NTRODUCTI ON (Figure 17)

1 2 3
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Fi gure 18 SC- MAPPER/ RP answers to a host REQUEST- FOR- C- MAPPER nessage

e S e R
I |
Al GROUP |

|

I I
PRI ORI TY| RESERVED |
I I
| |

- 4+ +— +___; +— +— +
+__z +

0 Type: C MAPPER acknow edge

o |If SC- MAPPER/RP hasn’t received KEEP_ALIVE messages for the
past 2*30 seconds , then it should not receive such a
message, as by now SC- MAPPER/ RP nmust had taken the pl ace of
C- MAPPER/ RP and sent out a C MAPPER introduction to
introduce itself. (Figure 18).
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Figure 19 SC- MAPPER/ RP nulticast introductions to all PIM NG CLI ENTS

Type: C- MAPPER | NTRODUCTI ON1

If clients see the address of the SC-MAPPER in the C-MAPPER unci ast
address field they will assune that the current CMAPPER is dead and
will

Sam

13-

14-

update their tables with the new one.

| f the previous C MAPPER/ RP gets back again then another
el ection wll be held between RPS and the C-RP will introduce
Itself.

All PIMNG routers will put their interfaces inside the gane

of PIMNGinto forwarding for the group address 239.0.1.189 and
239.0.1.188 and won't listen to these packets. Only will forward
them
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#IP PIM-NG DYNAMIC-RP1
#ip pim-ng group 1 priority 50

Novenber 2017

1-
#P PIM-NG DYNAMIC-RP1
#ip pim-ng group 1 priority 50

2 Type:RP-intro

address is:R2

Source

2 Type:RP-intro

Sou