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Abst r act

Thi s docunent di scusses ways in which segnment routing (aka source
routing) paradigmcould be |leveraged inside the data-center to

i mprove application perfornance and network reliability.
Specifically, it focuses on exposing path visibility to the host's
net wor ki ng stack and | everaging this to address a few wel |l -known
performance and reliability problens in data-center networks.
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1. Introduction

The source routing principles decscribed in
[1-D.filsfils-spring-segnment-routing] allow applications to have
fine-grained control over their traffic flowin the network.
Traditionally, path selection was perforned solely by the network
devices, with the end-host only responsible for picking ingress
points to the data-center network (selecting first-hop gateways). |If
t he network devi ces support source-routed instructions of some kind
(e.g. encoded in MPLS | abels), the end-hosts would benefit from
knowi ng about all possible paths to reach a network destination
Thi s enabl es the networking stack to route over different paths to
the sane prefix, based on relative performance of each path, or
perform nore conplex |oad-distribution, e.g. not necessarily of
equal - cost .
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Source-routing has known trade-offs, such as requiring the hosts to
mai ntain nore information about the network and keeping this

i nformati on up-to-date. These trade-offs need to be considered and
addr essed when buil ding the actual production system based on source-
routed principles. Design of such systens is outside of the scope of
this docunent, which concerns nostly with the use-cases that are
possi bl e within source-routed paradi gm

2. Large-scale data center network design sumary

This section provides a brief sumary of the informational docunent
[I-D.ietf-rtgwg-bgp-routing-large-dc] that outlines a practica
networ k design suitable for data-centers of various scal es.

o Data-center networks have highly synmmetric topol ogies with
multiple parallel paths between two server attachnent points. The
wel | -known Cl os topology is nost popular anobng the operators. In
a C os topol ogy, the nunmber of parallel paths between two el enents
is determ ned by the "width" of the mddle stage. See Figure 1
bel ow for an illustration of the concept.

0 Large-scale data-centers conmmonly use a routing protocol, such as
BGPv4 [ RFC4271] to provide endpoint connectivity. Recovery after
a network failure is therefore driven either by |ocal know edge of
directly avail abl e backup paths or by distributed signaling
bet ween t he network devi ces.

0o Wthin data-center networks, traffic is | oad-shared using the
Equal Cost Multipath (ECWP) mechanism Wth ECVP, every network
device inpl enents a pseudo-random deci si on, mappi ng packets to one
of the parallel paths by neans of a hash function cal cul ated over
certain parts of the packet, typically sone packet header fields.

The following is a schematic of a five-stage O os topol ogy, with four
devices in the nmddle stage. Notice that nunmber of paths between
"DEV A" and "DEV L" equals to four: the paths have to cross all of
Tier-1 devices. At the same tinme, the nunber of paths between "DEV
A" and "DEV B" equals two, and the paths only cross Tier-2 devices.

O her topol ogies are possible, but for sinplicity we'll only | ook
into the topologies that have a single path fromTier-1 to Tier-3.
The rest could be treated sinmlarly, with a few nodifications to the
| ogi c.
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Figure 1: Five-Stage C os topol ogy
3. Sone open problens in |arge data-center networks

The dat a-center network design sunmari zed above provi des neans for
nmoving traffic between hosts with reasonable efficiency. There are
few open performance and reliability problens that arise in such
desi gn:

o ECWP routing is nost commonly realized per-flow. This neans that
large, long-lived "elephant” flows nay affect perfornmance of
smal l er, short-lived flows and reduce efficiency of per-flow | oad-
sharing. 1In other words, per-flow ECMP that does not perform
efficiently when flow life-time distribution is heavy-tail ed.

Furt hernmore, due to hash-function inefficiencies it is possible to
have frequent flow collisions, where nore flows get placed on one
path over the others.

0 Shortest-path routing with ECVP i npl enents oblivious routing
nodel, which is not aware of the network inbalances. |If the
network synmetry is broken, for exanple due to link failures,
utilization hotspots may appear. For exanple, if alink fails
between Tier-1 and Tier-2 devices (e.g. "DEV E' and "DEV I"),
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Tier-3 devices "DEV A" and "DEV B" will not be aware of that,
since there are other paths avail able from perspective of "DEV C
They will continue sending traffic as if the failure didn't exist
and nmay cause a traffic hotspot.

0 Absence of path visiblity |eaves transport protocols, such as TCP
with a "blackbox" view of the network. Sone TCP netrics, such as
SRTT, MSS, CWND and few others could be inferred and cached based
on past history, but those apply to destinations, regardl ess of
the path that has been chosen to get there. Thus, for instance,
TCP is not capable of renenbering "bad" paths, such as those that
exhi bited poor performance in the past. This neans that every new
connection will be established obliviously (menory-less) with
regards to the paths chosen before, or chosen by other nodes.

0 Isolating faults in the network with nultiple parallel paths and
ECMP- based routing is non-trivial due to | ack of determn nism
Specifically, the connections fromhost A to host B may take a
different path every tinme a new connection is forned, thus naking
consi stent reproduction of a failure nmuch nore difficult. This
conplexity scales linearly with the nunber of parallel paths in
the network, and stens fromthe random nature of path selection by
t he network devices.

Further in this docunment, we are going to denonstrate how t hese
probl enms coul d be addressed within the framework of a source-routing
nodel .

4. Augmenting the network with segment routing

| magi ne a data-center network equi pped with some kind of segnent-
routing signaling, e.g. using [|-D. keyupate-idr-bgp-prefix-sid]. The
end- hosts in such network may now specify a path for a packet, or a
flow, by attaching a segnent instruction (e.g. MPLS |abel stack) to
t he packet. For instance, when using MPLS data-plane, a |abe
corresponding to the shortest route toward one of the Tier-1 devices
could be attached to a packet. The packet would therefore be forced
to go across the specific Tier-1 devices, which would pre-determ ne
its end-to-end path inside the data-center given the properties of
Clos topology. Note that in this case, the segnent-routing directive
will be stripped once the packet reaches the Tier-1 device, and

remai ning forwarding will be done using regular |P |ookups.

As a result, the hosts become aware of the path that their packets
woul d take. The hosts no |onger have to rely on oblivious ECW
hashing in the network to select a random path, but nmay choose

bet ween "deterministic" or "random routing, where randommess is
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controlled by the hosts via "randont choice of the segnent-routing
directives.

Note that under this proposal, the segnent routing signaling and the
correspondi ng dat a- pl ane conponent "augnent" existing |IP forwarding
mechani sms, but do not necessarily fully replace it. This allows for
gradual depl oynent and testing of the new functionality with a sinple
roll back strategy. In addition, this allows to keep existing
operational procedures, such as those involving shifting traffic on/
of f the boxes/links by involving routing protocol manipul ations.

5.  Communi cating path information to the hosts

There are two general nethods for comunicating path information to

t he end-hosts: "proactive" and "reactive", aka "push" and "pull"
nodel s. There are multiple ways to inplenent either of these

nmet hods. Here, we note that one way could be using a centralized
agent: the agent either tells the hosts of the prefix-to-path

mappi ngs bef or ehands and updates them as needed (network event driven
push), or responds to the hosts making request for a path to specific
destination (host event driven pull). It is also possible to use a
hybrid nodel, i.e. pushing sonme state in response to particular
network events, while pulling the other state on demand from host.

W note, that when di ssem nating network-related data to the end-
hosts a tradeoff is nade to bal ance the anpbunt of information vs the
| evel of visibility in the network state. This applies both to push

and pull nodels. |n one corner case (conplete pull) the host would
request path informati on on each flow, and keep no |ocal state at
all. In the other corner case, information for every prefix in the

network along with avail able paths is pushed and conti nuously updated
on all hosts.

6. Addressing the open probl ens

This section denonstrates how t he probl ens descri be above coul d be
sol ved using the segnent routing concept. It is worth noting that
segnment routing signaling and datapl ane are only parts of the
solution. Additional enhancenents, e.g. such as centralized
control l er mentioned before, and host networking stack support are
required to inplenent the proposed sol utions.

6.1. Per-packet and flow et swi tching
Wth the ability to choose paths on the host, one nay go from per-
flow | oad-sharing in the network to per-packet or per-flow et (see

[ KANDULAO4] for information on flowets). The host may sel ect
di fferent segment routing instructions either per packet, or per-
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flow et, and route themover different paths. This allows for
solving the "el ephant flow' problemin the data-center and avoi ding
l'i nk imbal ances.

Note that traditional ECMP routing could be easily sinulated with on-
host path sel ection, using method proposed in VL2 (see

[ GREENBER®X9] ). The hosts would randomy pick up a Tier-2 or Tier-1
device to "bounce" packet off of, depending on whether the
destination is under the sane Tier-2 switches, or has to be reached
across Tier-1. The host would use hash-function that operates on
per-flow invariants, to sinmulate per-flow | oad-sharing in the

net wor k.

6.2. Perfornmance-aware routing

Knowi ng the path associated with fl ows/packets, the end host nmay
deduce certain characteristics of the path on its own, and
additionally use the information supplied with path information
pushed fromthe controller or received via pull request. The host
may further share its path observations with the centralized agent,
so that the latter may keep up-to-date network health nap and assi st
ot her hosts with this information.

For exanple, in local case, if a TCP flowis pinned to a known path,
the hosts may collect information on packet |oss, deduced from TCP
retransm ssions and other signals (e.g. RTT inreases). The host may
additionally publish this information to a centralized agent, e.g.
after a flow conpletes, or by periodically sanpling it. Next, using
both | ocal and/or global perfornmance data, the host may pick up the
best path for the new flow, or update an existing path (e.g. when

i nfornmed of congestion on an existing path).

One particularly interesting instance of perfornmance-aware routing is
dynami ¢ fault-avoidance. |f some |links or devices in the network
start discardi ng packets due to a fault, the end-hosts woul d detect
the path(s) being affected and steer their flows away fromthe
problem spot. Simlar logic applies to failure cases where packets
get conpletely black-holed, e.g. when a |link goes down.

6.3. Non-oblivious routing

By | everagi ng source routing, one avoids issues associated with
oblivi ous ECVWP hashing. For exanple, if in the topol ogy depicted on
Figure 1 a link between "DEV E' and "DEV |I" fails, the hosts may

excl ude the segnent corresponding to "DEV E' fromthe prefix matching
the servers under Tier-2 devices "DEV |I" and "DEV K'. In the push
path di scovery nodel, the affected path nappings may be explicitly
pushed to all the servers for the duration of the failure. The new
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mappi ng woul d instruct themto avoid the particular Tier-1 switch
until the link has recovered. Alternatively, in pull path discovery
nodel , the centralized agent nmay start steering new flows i mediately
after it discovers the issue. Until then, the existing fl ows nay
recover using local detection of the path issues, as described in
Section 6. 2.

6.4. Determnistic network probing

Active probing is a well-known technique for nonitoring network

el ements health, constituting of sending continuous packet streans
sinmulating network traffic to the hosts in the data-center. Segnent
routi ng makes possible to prescribe the exact paths that each probe
or series of probes would be taking toward their destination. This
allows for fast correlation and detection of failed paths, by
processing information fromnultiple actively probing agents. This
conpl ements the data collected fromthe hosts routing stacks as
described in Section 6.2 section.

For exanple, imagine a probe agent sending packets to all nmachines in
the data-center. For every host, it may send packets over each of

t he possi bl e paths, knowi ng exactly which |inks and devi ces these
packets will be crossing. Correlating results for nultiple
destinations with the topol ogical data, it may automatically isolate
possi ble problemto a link or device in the network.

7. Routing traffic outside of data-center

Thi s docunent purposely does not discuss the nultitude of use cases
outsi de of data center center. However, it is inmportant to note that
source routing concept could be used to construct uniform control and
dat a- pl ane for both data-center and Wde Area Network (WAN). Source
routing instruction could be used in the end hosts to direct traffic
out side of the datacenter, provided that all elenents in the path
support the correspondi ng data-plane instructions. For exanple, the
nodel proposed in [I-D.filsfils-spring-segnment-routing-central-epe]
could be inplenented under the sane network stack nodifications that

are needed for the data-center use cases. In addition to the edge
case, sone sort the inter-DC traffic engineering could be realized by
progranmm ng the end hosts. For illustration, an aggregate prefix for

DC2 could be installed in all nmachines in DCl, enlisting all or sone
of the available paths (possibly with | oose senantic) along with
their performance characteristics. The exact algorithmfor packet,
flowet or flow mapping to these paths is specific to a particul ar

i mpl enent ati on.
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Furtherrmore, visibility in the WAN paths all ows the hosts to nake
nore intelligent decisions and realize performance routing or fault
avoi dance approaches proposed for the data-center network above.

8. Concl usion
Thi s docunent summarizes sone use cases that segnent/source routing
nmodel may have in a | arge-scale data-center. Al of these are
equal ly applicable to data-centers regardless of their scale, as |ong
as they support the routing design inplenenting segnent routing
signal i ng.
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TBD
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