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Abstract

A conmmuni cati on network includes an access network segnent that
delivers data to/fromthe users and an associ ated core network
segnment providing connectivity with the application servers.

Mul ti connectivity scenarios are common where an end-user device can
si mul t aneously connect to rmultiple comunicati on networks based on
different technol ogy inplenentations and network architectures |ike
WFi, LTE, DSL. A smart selection and conbi nati on of access and core
network paths that can dynam cally adapt to changi ng network
conditions can inprove quality of experience for a user in such a

Mul ti connectivity scenario and i nprove overall network utilization
and efficiency. This docunment presents the probl em statenment and
proposes solution principles. It specifies the requirenents and
reference architecture for a nmulti-access nmanagenent services
framework that can be used to flexibly select the best conbination of
access and core network paths for uplink and downlink, as well as the
fl exi bl e usage of uplink and downlink, ensuring better network

ef fi ci ency and enhanced application performance.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engi neering
Task Force (I1ETF). Note that other groups may al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunments valid for a nmaxi mum of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
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tinme.

It is inappropriate to use Internet-Drafts as reference

material or to cite themother than as "work in progress.”

This Internet-Draft will expire on July 24, 2017.

Copyri ght

Noti ce

Copyright (c) 2017 I ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

Thi s docunent is subject to BCP 78 and the I ETF Trust’s Legal
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents

careful ly,

the Trust Legal Provisions and are provided wthout warranty as
described in the Sinplified BSD License.
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1. Conventions used in this docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

2. Contributing Authors

The editors gratefully acknow edge the foll owi ng additional
Contributors in al phabetical order: Hannu Flinck/ Nokia, Nurit
Spr echer / Noki a

3. I ntroducti on

Mul ti Access Managenment Services (MAMS) is a programrmabl e franmework

t hat provi des nmechanisns for flexible selection of network paths in a
mul ti-access communi cation environnment, based on application needs,
whi ch can | everage network intelligence and policies to dynamcally
adapt to changing network/link conditions. The network path

sel ection and configuration procedures use the user plane to exchange
data between the functional elenments in the network and the end-user
device without any inpact to the control plane signaling schenmes of
each individual access network. For exanple, in a nulti-access
network with LTE and WFi technol ogies, existing LTE and exi sting

W Fi signaling procedures will be used to setup the LTE and WFi
connections, respectively. The proposed MAMS franmework offers the
capabilities of smart selection and flexible conbination of access
paths and core network paths. It is a broad progranmabl e framework
provi di ng functions beyond just sharing network policies, e.g. in
conpari son to ANDSF t hat provides policies/rules for assisting 3GPP
devices to di scover and sel ect avail able access networks, that allows
choosi ng and configuring user plane protocols and treatnent dependi ng
on needs of the application.

The docunent presents the requirenents, solution principles and
functional architecture for the MAVMS framework. MAMS nechani sns are
not dependent on any specific network and transport protocols |ike
TCP, UDP, GRE, MPTCP etc. It co-exists and conplenents the existing
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protocols by providing a way to negotiate and configure the protocols
based on client and network capabilities. Further it allows
exchanges of network state information and | everagi ng network
intelligence to optim ze the performance of such protocols.

An inportant goal for MAMS is to ensure that there is mninmal or no
dependency on the actual access technol ogies of the participating

i nks, beyond the fact that the MAMS functional elenents can be
placed in the user plane. This allows the schenme to be future proof,
for addition of new access technol ogi es and for independent
technol ogy evol ution of the existing access and core networKks.

4. Term nol ogy

"Client": The end-user device supporting connections with nultiple
access nodes, possibly over different access technol ogi es.

"Mul ticonnectivity Cient": Aclient with nmultiple network
connecti ons.

"Access network": The segnent in the network that delivers user data
packets to the client via an access link like WFi airlink, LTE
airlink, or DSL.

"Core": The functional elenent that anchors the client’s | P address
used for conmmunication with applications via the network.

"User Plane Gateway": The functional elenment that can intercept and
route user data packets.

"Net wor k Connection manager"(NCM: A functional entity in the network
t hat oversees distribution of data packets over the multiple
avai | abl e access and core network paths.

"Client Connection Manager" (CCM: A functional entity in the client
t hat exchanges MAMS Signaling with the Network Connection Manager and
configures the nultiple network paths for transport of user data.

“"Network Multi Access Data Proxy" (N-MADP): This functional entity in
t he network handl es the user data traffic forwardi ng across multiple
network paths. N MADP is responsible for MAMS rel ated user-pl ane
functionalities in the network.

"Client Multi Access Data Proxy" (C-MADP): This functional entity in
the client handles the user data traffic forwarding across nmultiple
network paths. C-MADP is responsible for MAVS rel ated user-pl ane
functionalities in the client.
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5.

Pr obl em St at enent

Typically, an end-user device has access to multiple comruni cation
net wor ks based on different technol ogies, say LTE, WFi, DSL,
MULTEfire, for accessing application services. Different

t echnol ogi es exhibit benefits and [imtations in different scenari os.
For exanple, WFi |everages the |arge spectrum available in
unlicensed spectrumto deliver high capacities at |ow cost in
uncongested scenarios with small user popul ation, but can show
significant degradation in application performance in congested
scenarios with large user population. Another exanple is LTE
network, the capacity of which is often constrained by high cost and
l[imted availability of the licensed spectrum but offers predictable
service even in multi-user scenarios due to controlled scheduling and
i censed spectrum usage.

Additionally, the use of a particular access network path is often
coupled with the use of its associated core network. For exanple, in
an enterprise that has deployed WFi and LTE conmuni cati ons networKk,
enterprise applications, like printers, Corporate Audio and Video
conferencing, are accessible only via WFi access connected to the
enterprise hosted WFi core, whereas the LTE access can be used to
get LTE operator core anchored services including access to public

I nt ernet.

Application performance in different scenarios, therefore becones
dependent on the choice of the comuni cati on networks based on

di fferent technologies (e.g. WFi and LTE) due to the tight coupling
of the access and the core network paths. Therefore to achieve the
best possible application performance in a wi de range of possible
scenarios, a framework is needed that allows the selection and

fl exi bl e conmbi nati on of access and core network paths for uplink and
downl i nk data delivery.

For exanple, in uncongested scenarios, it would be beneficial to use
W Fi access in both uplink and downlink for connecting to enterprise
applications. Whereas in congested scenarios, where use of WFi in
uplink by multiple users can | ead to degraded capacity and i ncreased
del ays due to contention, it would be beneficial to use scheduled LTE
as uplink conbined with WFi as downl i nk.

Sol ution Principles

Thi s docunent proposes a Miltiple Access Managenent Servi ces(MAVDG)
framewor k for dynam c selection and flexible conbinati on of access
and core network paths as uplink and downlink for a device connected
to multiple conmuni cation networks. The nultiple comunication
networks interwork at the user plane. The selection of paths is
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based on negotiation of capabilities (of device and network) and
network link quality between the user plane functional elenents at

t he end-user device/client (C MADP) and the network (N MADP).NCM has
the intelligence to setup and offer the best network path based on
devi ce and network capabilities, application needs and know edge of
t he network state.

The NCM conmuni cates with the Cient Connection Manager (CCM, a
functional element in the device, for negotiation, sharing

i nformati on on the network path conditions, and configuring usage of
the network paths. The nessages between the NCM and CCM are carri ed
as user plane data over any of the avail able network paths between

t he NCM and CCM

7. Requirenents

The requirenents set out in this section are for the definition of
behavi or of the MAMS nmechani sm and the related functional el enents.

7.1. Access technol ogy agnostic interworKking

The access nodes can be of different technol ogy types |ike LTE, WFi
etc. Since MAMS routes user plane data packets at the IP | ayer

whi ch makes it agnostic to the type of underlying technol ogy used at
t he access nodes.

7.2. Support conmon transport depl oynents
The network path selection and user data distribution should work
transparently across transport deploynents that include e2e |Psec,
VPNs, and m ddl eboxes |i ke NATs and proxies.

7.3. I ndependent Access path selection for Uplink and Downli nk
IP layer routing enables the client to transmt on uplink using one
access and receive data on downlink using another access, allow ng
client and network connecti on manager to select the access paths for
upl i nk and downlink independent of each ot her.

7.4. Core selection independent of uplink and downlink access
Aclient is able to flexibly select the Core, independent of the

access paths used to reach the Core, depending on the application
needs.
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7.5. Adaptive network path selection

The MAMS functional elenents have the ability to determ ne the
quality of each of the network paths, e.g. access |link delay and
capacity. The network path quality information is fed into the |ogic
for selection of conbination of network paths to be used for
transporting user data. The path selection algorithmcan use network
path quality information, in addition to other considerations |ike
network policies, for optimzing network usage and enhanci ng QOE
delivered to the user.

7.6. Miltipath support and Aggregation of access |link capacities

MAMS supports distribution and aggregation of user data across

mul tiple network paths at the IP layer. MAMS allows the client to

| everage the conbi ned capacity of the nultiple network connections by
enabl i ng sinultaneous transport of user data over nultiple network
paths. |f required, packet re-ordering is done at the receiver,
client (C MADP) and/or the network (N MADP), when user data packets
are received out of order. MAMS allows flexibility to choose the
fl ow steering and aggregation protocol based on capabilities
supported by the client and the network data plane entities, C MADP
and N- MADP respectively. A MAMS nulti-connection aggregation

sol ution shoul d support existing transport and network | ayer
protocols like TCP, UDP, GRE. |If flow aggregation functions are
real i zed using existing protocols such as Multi-Path TCP(MPTCP) and
SCTP, MAMS franmework shoul d allow use and configuration of these
aggregati on protocols.

7.7. Scal abl e nmechani sm based on user pl ane i nterworKking

The mechani smis based on user plane interworking, requiring only
that the MAMS functional elenents (NCM and N-MADP) shoul d be added in
t he user plane path between the client and the network. The
interworking functionality is based on generically avail able routing
and tunneling capabilities. This nakes solution easy to depl oy and
scal e when different networks are added and renoved.

7.8. Separate Control and Data plane functions

The client negotiates with a network connecti on manager on the choice
of access for both uplink and downlink, as well as the Core. The

net wor k connecti on manager configures the actual user plane data

di stribution function. This allows conmon control protocol to be
used with multiple and potentially different user plane (e.gqg.
tunneling) protocols, thus maintaining a clear separation between the
control and data plane functions. This nakes the MAMS franewor k
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scal abl e and extensible, e.g. by being anenable to SDN based
architecture and i npl enentati ons.

7.9. Lossless Path (Connection) Switching

When switching data traffic fromone path (connection) to another,
packets may be | ost or delivered out-of-order, which will have
negative inpacts on the performance of higher |ayer protocols, e.g.
TCP. MAMS shoul d provi de necessary nmechani snms to ensure in-order
delivery at the receiver, as well as support retransm ssions at the
transmtter during path sw tching.

7.10. Concatenation and Fragnentation to adapt to MIU di fferences

MAMS shoul d support heterogeneous access networ ks, which nay have

di fferent MIU sizes. Moreover, tunneling protocols also have a big

i npact on the MIU size. Hence, MAMS shoul d support concatenation
such that multiple I P packets may be encapsulated into a single
packet to inprove efficiency. MAMS should al so support fragnentation
such that a single I P packet may be fragnmented and encapsulated into
mul tiple ones to avoid I P fragnmentation.

7.11. Configuring network m ddl eboxes based on negoti ated protocols

MAMS enabl es identification of the optimal paraneters that may be
used for configuring the m ddl e-boxes, |ike binding expiry tinmes and
supported MrUs, for efficient operation of the user plane protocols,
depending on the data plane rel ated paraneters negoti ated between the
client and the network, e.g. Configuring |longer binding expiry tine
in NATs when UDP transport is used in contrast to the scenario where
TCP is configured at the transport |ayer.

7.12. Policy based Optimal path selection

MAMS framewor k shoul d support consideration of policies at the
client, in addition to guidance fromthe network in determ nation of
network paths selected for different application services.

7.13. MAMS Control signaling

MAMS control signaling is carried over the user plane and is
transparent to the transport protocols. MAMS should support delivery
of control signaling over the existing Internet protocols, e.g. TCP
or UDP
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7.14. Service discovery and reachability

MAMVS offers the flexibility for the functional entity NCMto be
collocated with any of the network el enents and reachabl e via any of
t he avail abl e user plane paths. MAMS franework allows the
flexibility for the CCMto choose one of the avail able NCVs and
exchange control plane signaling over any of the avail able user pl ane
pat hs. The choi ce of NCM can be based on considerations |ike, but

not limted to, quality of |link through which the NCMis reachabl e,
Cient preference, or pre-configuration etc.

8. MAMS Reference Architecture

g +
| o e e e - + o e e e - + |
! ! ! ! ! !
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! I (network n) ! I'(network 1) ! !
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Figure 1. MAMS Reference Architecture

Figure 1 illustrates MAMS architecture for the scenario of a client
served by multiple (n) networks. The NCM and N-MADP, functiona
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el enents, are introduced for supporting MAMS nechani sns. The
architecture is extendabl e to conbine any nunber of networks, as well
as any choice of participating network types (e.g. LTE, WAN,
MuLTEfire, DSL) and depl oynent architectures (e.g. with user plane
gateway function at the access edge).

The N-MADP entity, at the network, handles the user data traffic
forwardi ng across nmultiple network paths, as well as other user-plane
functionalities, e.g. encapsul ation, fragnentation, concatenation,
reordering, retransm ssion, etc. NMDP is the distribution node for
uplink and downlink data delivery with visibility of packets at the

I P layer. There can be nultiple NNMADP entities in the network, e.g.
to | oad bal ance across clients. A single client can al so be served
by multiple N-MADP i nstances, e.g to address different user plane
requi renents of nultiple applications running on the client.
Identification and distribution rules for different user data traffic
types at the N-MADP are configured by the NCM The NCM confi gures
the data delivery paths, access |inks, and user plane protocols to be
used by N-MADP for downlink user data traffic. The CCM confi gures

t he data delivery paths, access |inks, and user plane protocols to be
used by CMADP for uplink user data traffic based on the signaling
exchanged with NCM In the UL, NCM al |l ows sel ection of the core
network path to be used by N-MADP to route uplink user data.

The scheduling and | oad bal ancing algorithmat the N-MADP is
configured by the NCM based on static and/or dynam c network
policies |ike assigning access and core paths for specific user data
traffic type, data vol une based percentage distribution, and |ink
avai lability and feedback information from exchange of MAMS signali ng
with the CCM at the Cdient.

At the client, the Cient Connection Manager (CCM nmanages the
mul ti pl e network connections. CCMis responsible for exchange of
MAMS si gnal i ng nessages with the NCM for supporting functions |ike UL
and DL user network path configuration for transporting user data
packets, |ink probing and reporting to support adaptive network path
sel ection by NCM In the downlink, for the user data received by the
client, it configures C MADP such that application data packet

recei ved over any of the accesses to reach the appropriate
application on the client. In the uplink, for the data transmtted
by the client, it configures the CMADP to determ ne the best access
links to be used for uplink data based on a conbi nati on of |ocal
policy and network policy delivered by the NCM The C MADP entity
handl es all MAMS-specific user-plane functionalities at the client,
e.g. encapsul ation, fragnmentation, concatenation, reordering,
retransm ssions, etc. C MADP is configured by CCM based on signaling
exchange with NCM and | ocal policies at the client.
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A user plane tunnel, e.g. |Psec, may be needed for transporting user
dat a packets between the N-MADP at the network and the C- MADP at the
client. The user plane tunnel is needed to ensure security and
routability of the user plane packets between the N-MADP and the
C-MADP. The nobst common i npl enentation of the user plane tunnel is
the I Psec. C-MADP receives the configuration from CCM i ndicates, to
C-MADP, the access network interfaces over which the | Psec tunnel
needs to be established, and for each of the indicated interfaces,
the paraneters (e.g. N MADP | Psec endpoint |IP address reachable via
the indicated access network interface) for setting up the | Psec
tunnel. GC- MADP sets up the IPsec tunnel with the N-MADP via each of
the indicated access network interfaces, using appropriate signaling,
say | KEv2 and paraneters provided by the CCM In depl oynents where
N-MADP and the client are connected via a secure and direct |P path,
user plane tunnel nmay not be needed. Note that the nmethod for
transporting user data packets between the N-MADP and t he C- MADP
shoul d be general, based on the existing protocols, and consider

m ni m zi ng over head.

9. Solution Principles
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Figure 2: MAMS call flow

Figure 2 illustrates the MAMS signaling nmechani smfor negotiation of
network paths and fl ow protocols between the client and the networKk.
In this exanple scenario, the client is connected to two networks
(say LTE and WFi).

1. UE connects to network 1 and gets an | P address assi gned by
network 1.

2. CCM communi cates with NCM functional elenent via the network 1
connection and exchanges capabilities and paraneters for MANS
operation. Note: The NCM credentials (e.g. NCMIP Address) can
be made known to the UE by pre-provisioning.

3. Cdient sets up connection with network 2 and gets an | P address
assi gned by network 2.

4. CCM and NCM negoti ate capabilities and paraneters for
establi shment of network paths, which are then used to configure
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10.

11.

user plane functions N-MADP at the network and C-MADP at the
client.

4a. CCM and NCM negoti ate network paths, flow routing and
aggregation protocols, and rel ated paraneters.

4b. NCM conmmuni cates with the N-MADP to exchange and configure
fl ow aggregation protocols, policies and paraneters in alignment
with those negotiated with the CCM

4c. CCM communi cates with the C MADP to exchange and configure
fl ow aggregati on protocols, policies and paraneters in alignnment
with those negotiated with the NCM

5. C MADP and N-MADP establish the user plane paths, e.g. using | KE
[ RFC7296] signaling, based on the negotiated fl ow aggregation
protocol s and paraneters specified by NCM

CCM and NCM can further exchange nmessages containing access |ink
measurenents for |ink nmaintenance by the NCM NCM eval uates the link
conditions in the UL and DL across LTE and WFi, based on Iink
nmeasurenents reported by CCM and/or |ink probing techniques and
determnes the UL and DL user data distribution policy. NCM and CCM
al so negotiate application |evel policies for categorizing
applications, e.g. based on DSCP, Destination |IP address, and
determ ni ng which of the avail abl e network paths, needs to be used
for transporting data of that category of applications. NCM
configures N-MADP and CCM configures C-MADP based on the negoti ated
application policies. CCMmay apply local application policies, in
addition to the application policy conveyed by the NCM

| npl ement ati on consi derati ons

MAMS buil ds on commonly avail abl e functions avail able on term nal
devices that can be delivered as a software update over the popul ar
end- user device operating systens, enabling rapid depl oynent and
addressing the | arge depl oyed devi ce base.

Applicability to Mobile Edge Computing

Mobi | e edge conmputing (MEC) is an access-edge cloud pl atform bei ng
standardi zed at ETSI, whose initial focus was to inprove quality of
experience by |l everaging intelligence at cellular (e.g. 3GPP

technol ogies |like LTE) access edge, and the scope is now being
extended to support access technol ogi es beyond 3GPP. This
applicability of the framework described in this docunent to the MEC
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12.

12.

13.

14.

14.

pl at f orm has been evaluated and tested in different network
configurations.

The NCM and N- MADP are hosted on the MEC cloud server that is |ocated
in the user plane path at the edge of multi-technol ogy access
networks, and in a particular |arge venue use case at the edge of LTE
and W-Fi access networks. The NCM and CCM negoti ate the network
pat h conbi nati ons based on application needs and the necessary user

pl ane protocols to manage the nmultiple paths. The network conditions
reported by the CCMto the NCMis used in addition to Radi o Anal ytics
application residing at the MEC to configure the uplink and downli nk
access paths according to changing radio and congestion conditions.

The ai m of these enhancenents is to inprove the end-user’s quality of
experience by |everaging the best network path based on application
needs and network conditions, and building on the advant ages of
significantly reduced | atency and the dynam c and real -ti me exposure
of radio network information avail able at the MEC

Security Consi derations

This section details the security considerations for the MAMS
f ramewor k.

1. Data and Control plane security

Si gnal i ng nessages and the user data in MAMS framework rely on the
security of the underlying network transport paths. Wen this cannot
be assuned, network connection manager configures use of protocols,
i ke | Psec [ RFC4301] [RFC3948], for securing user data and MAMS
signal i ng nessages.
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