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Abstract

This document specifies extensions to the IETF Remote Direct Memory Access Protocol (RDMAP [RFC5040]). RDMAP provides read and write services directly to applications and enables data to be transferred directly into Upper Layer Protocol (ULP) Buffers without intermediate data copies. The extensions specified in this document provide the following capabilities and/or improvements: Atomic Operations and Immediate Data.
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1. Introduction

The RDMA Protocol [RFC5040] provides capabilities for zero copy and kernel bypass data communications. This document specifies the following extensions to the RDMA Protocol standard:

- Atomic operations on remote memory locations. Support for atomic operation enhances the usability of RDMAP in distributed shared memory environments.

- Immediate Data messages allow the ULP at the sender to provide a small amount of data following an RDMA Write payload.

Other RDMA transport protocols define the functionality added by these extensions leading to differences in RDMA applications and/or Upper Layer Protocols. Removing these differences in the transport protocols simplifies these applications and ULPs and that is the main motivation for the extensions specified in this document.

2. Requirements Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in RFC-2119 [RFC2119].

3. Glossary

This document is an extension of [RC5040] and key words are defined in the glossary of the referenced document.

Atomic Operation - is an operation that results in an execution of a 64-bit operation at a specific address on a remote node. The consumer can use atomic operations to read, modify and write at the destination address while at the same time guarantee that no other
read or write operation will occur across any other RDMAP/DDP Streams on an RNIC at the Data Sink.

Atomic Operation Request – An RDMA Message used by the Data Source to perform an atomic operation at the Data Sink.

Atomic Operation Response – An RDMA Message used by the Data Sink to describe the completion of an atomic operation at the Data Sink.

CmpSwap – is an Atomic Operation that is used to compare and swap a value at a specific address on a remote node.

FetchAdd – is an Atomic Operation that is used to atomically increment a value at a specific address on a remote node.

Immediate Data – a small fixed size portion of data sent from the Data Source to a Data Sink

Immediate Data Message – An RDMA Message used by the Data Source to send Immediate Data to the Data Sink

Immediate Data with Solicited Event (SE) Message – An RDMA Message used by the Data Source to send Immediate Data with Solicited Event to the Data Sink

Requester – the sender of an RDMA atomic operation request.

Responder – the receiver of an RDMA atomic operation request.

Swap – is an Atomic Operation that is used to swap a value at a specific address on a remote node.
4. Header Format changes from RFC 5040

The control information of RDMA Messages is included in DDP protocol defined header fields, with the following new formats:

- Four new RDMA Messages carry additional RDMAP headers. The Immediate Data operation and Immediate Data with Solicited Event operation include 8 bytes of data following the DDP header. Atomic Operations include Atomic Request or Atomic Response headers following the DDP header.

4.1. RDMAP Control and Invalidate STag Fields

Figure 1 depicts the format of the DDP Control and RDMAP Control fields, in the style and convention of [RFC5040]:

```
0                   1                   2                   3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|T|L| Resrv | DV| RV|Rsv| Opcode|
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                     Invalidate STag                           |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```

Figure 1 DDP Control and RDMAP Control Fields

The RDMAP Version (RV) field in the RDMAP Control Field when the set of extensions specified in this document is implemented MUST be 01b.

Additionally new RDMA Message Operation Codes are added for the Atomic and Immediate Data operations as shown in Figure 2.
<table>
<thead>
<tr>
<th>RDMA Message Type</th>
<th>Tagged STag</th>
<th>Queue STag</th>
<th>Invalidate Message Length</th>
<th>Communicated between DDP and RDMAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000b Immediate Data</td>
<td>0</td>
<td>N/A</td>
<td>0</td>
<td>N/A</td>
</tr>
<tr>
<td>1001b Immediate Data with SE</td>
<td>0</td>
<td>N/A</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>1010b Atomic Request</td>
<td>0</td>
<td>N/A</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>1011b Atomic Response</td>
<td>0</td>
<td>N/A</td>
<td>1</td>
<td>N/A</td>
</tr>
</tbody>
</table>

**Figure 2 Additional RDMA Usage of DDP Fields**

Note: N/A means Not Applicable.

All other DDP and RDMAP control fields MUST be set as described in RFC5040 [RFC5040].

4.2. RDMA Message Definitions

The following figure defines which RDMA Headers MUST be used on each new RDMA Message and which new RDMA Messages are allowed to carry ULP payload:
<table>
<thead>
<tr>
<th>RDMA Message Opcode</th>
<th>Message Type</th>
<th>RDMA Header Used</th>
<th>ULP Message allowed in the RDMA Message</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000b</td>
<td>Immediate Data</td>
<td>Immediate Data</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Header</td>
<td></td>
</tr>
<tr>
<td>1001b</td>
<td>Immediate Data with SE</td>
<td>Immediate Data</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Header</td>
<td></td>
</tr>
<tr>
<td>1010b</td>
<td>Atomic Request</td>
<td>Atomic Request</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Header</td>
<td></td>
</tr>
<tr>
<td>1011b</td>
<td>Atomic Response</td>
<td>Atomic Response</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Header</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3 RDMA Message Definitions

5. Atomic Operations

The RDMA Protocol Specification in [RFC4050] does not include support for atomic operations which are an important building block for implementing distributed shared memory.

This document extends the RDMA Protocol specification with a set of basic atomic operations, and specifies their resource and ordering rules.

Atomic operations as specified in this document execute a 64-bit operation at a specified destination address on a remote node. The operations atomically read, modify and write back the contents of the destination address and guarantee that atomic operations on this address by other Queue Pairs (QPs) on the same RNIC do not occur between the read and the write. Atomic operations as specified in this document MAY be implemented. The discovery of whether the atomic operations are implemented or not is outside the scope of this specification and it should be handled by the ULPs or applications.
Implementation note: It is recommended that the applications do not use the buffer addresses used for atomic operations for other RDMA operations.

Atomic operations use the same remote addressing mechanism as RDMA Reads and Writes. The buffer address specified in the request is in the address space of the Remote Peer that the atomic operation is targeted at.

5.1. Atomic Operation Details

The following sub-sections describe the atomic operations in more details.

5.1.1. FetchAdd

The FetchAdd atomic operation requests the responder to read a 64-bit Original Remote Data value at a naturally aligned buffer address in the responder’s memory, to perform FetchAdd operation on multiple fields of selectable length specified by 64-bit “Add Mask”, and write the result back to the same virtual address. The Atomic addition is performed independently on each one of these fields. A bit set in the Add Mask field specifies the field boundary. The FetchAdd atomic operation result is unknown when the buffer address is not naturally aligned. The setting of “Add Mask” field to 0x0000000000000000 results in Atomic Add of 64-bit Original Remote Data Value and 64-bit “Add Data”.

The pseudo code below describes masked FetchAdd atomic operation.

```
bit_location = 1
carry = 0
Remote Data Value = 0
for bit = 0 to 63
{
    if (bit != 0 ) bit_location = bit_location << 1
    val1 = !(Original Remote Data Value & bit_location))
    val2 = !(Add Data & bit_location))
```
sum = carry + val1 + val2
carry = !( !(sum & 2))
sum = sum & 1
if (sum)
    Remote Data Value |= bit_location
    carry = ((carry) && (!(Add Mask & bit_location)))
}

The FetchAdd operation is performed in the endian format of the target memory. The “Original Remote Data” is converted from the endian format of the target memory for return and returned to the requester. The fields are in big-endian format on the wire.

The requester specifies:
- Remote STag
- Remote Tagged Offset
- Add Data
- Add Mask

The responder returns:
- Original Remote Data

5.1.2. Swap

The Swap Atomic Operation requires the responder to read a 64-bit value at a naturally aligned buffer address in the responder’s memory, then to write the “Swap Data” fields into the same buffer address. The “Original Remote Data” is converted from the endian format of the target memory for return and returned to the requester. The fields are in big-endian format on the wire.

The requester specifies:
- Remote STag
Remote Tagged Offset

Swap Data

The responder returns:

Original Remote Data

After the successful completion of Swap operation, the responder’s memory at the specified buffer address contains the “Swap Data” field in the header. The Swap atomic operation result is unknown when the buffer address is not naturally aligned.

5.1.3. CmpSwap

The CmpSwap Atomic Operation requires the responder to read a 64-bit value at a naturally aligned buffer address in the responder’s memory, to perform an AND logical operation using the 64 bit “Compare Mask” field in the atomic operation Request header, then to compare it with the result of a logical AND operation of the “Compare Mask” and the “Compare Data” fields in the header, and, if the two values are equal, to swap masked bits in the same buffer address with the masked Swap Data. If the two masked compare values are not equal, the contents of the responder’s memory are not changed. In either case, the original value read from the buffer address is converted from the endian format of the target memory for return and returned to the requester. The fields are in big-endian format on the wire.

The requester specifies:

Remote STag

Remote Tagged Offset

Swap Data

Swap Mask

Compare Data

Compare Mask

The responder returns:
The following pseudo code describes the masked CmpSwap operation result.

```plaintext
if (!((Compare Data ^ Original Remote Data value) & Compare Mask))
then
    Remote Data Value =
    (Original Remote Data Value & ~(Swap Mask))
    | (Swap Data & Swap Mask)
else
    Remote Data Value = Original Remote Data Value
```

After the operation, the remote data buffer SHALL contain the “Original Remote Data Value” (if comparison did not match) or the masked “Swap Data” (if the comparison did match). The CmpSwap atomic operation result is unknown when the buffer address is not naturally aligned.

5.2. Atomic Operations

The Atomic Operation Request and Response are RDMA Messages. An Atomic Operation makes use of the DDP Untagged Buffer Model. Atomic Operations use the same Queue Number as RDMA Read Requests (QN=1). Reusing the same Queue Number allows the Atomic Operations to reuse the same infrastructure (e.g. ORD/IRD flow control) as defined for RDMA Read Requests.


5.2.1. Atomic Operation Request Message

The Atomic Operation Request Message carries an Atomic Operation Header that describes the buffer address in the responder’s memory. The Atomic Operation Request header immediately follows the DDP header. The RDMAP layer passes to the DDP layer a RDMAP Control Field. The following figure depicts the Atomic Operation Request Header that MUST be used for all Atomic Operation Request Messages:
Figure 4 Atomic Operation Request Header

Reserved (Not Used): 28 bits

This field MUST be set to zero on transmit, ignored on receive.


See Figure below.

Request Identifier: 32 bits.
The Request Identifier specifies a number that is used to identify Atomic Operation Request Message. The use of this field is implementation dependent and outside the scope of this specification.

Remote STag: 32 bits.

The Remote STag identifies the Remote Peer's Tagged Buffer targeted by the atomic operation. The Remote STag is associated with the RDMAP Stream through a mechanism that is outside the scope of the RDMAP specification.

Remote Tagged Offset: 64 bits.

The Remote Tagged Offset specifies the starting offset, in octets, from the base of the Remote Peer's Tagged Buffer targeted by the atomic operation. The Remote Tagged Offset MAY start at an arbitrary offset.

Add or Swap Data: 64 bits.

The Add or Swap Data field specifies the 64-bit “Add Data” value in an Atomic FetchAdd Operation or the 64-bit “Swap Data” value in an Atomic Swap or CmpSwap Operation.

Add or Swap Mask: 64 bits

This field is used in masked atomic operations (FetchAdd and CmpSwap) to perform a bitwise logical AND operation as specified in the definition of these operations. For non-masked atomic operations (Swap), this field MUST be set to ffffffffffffffffh on transmit and ignored by the receiver.

Compare Data: 64 bits.

The Compare Data field specifies the 64-bit “Compare Data” value in an Atomic CmpSwap Operation. For Atomic FetchAdd and Atomic Swap operation, the Compare Data field MUST be set to zero on transmit and ignored by the receiver.

Compare Mask: 64 bits

This field is used in masked atomic operation CmpSwap to perform a bitwise logical AND operation as specified in the definition of these operations. For atomic operations
FetchAndAdd and Swap, this field MUST be set to $ffffffffffffffffh$ on transmit and ignored by the receiver.

<table>
<thead>
<tr>
<th>Atomic</th>
<th>Atomic</th>
<th>Add or</th>
<th>Add or</th>
<th>Compare</th>
<th>Compare</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operation</td>
<td>Operation</td>
<td>Swap</td>
<td>Swap</td>
<td>Data</td>
<td>Mask</td>
</tr>
<tr>
<td>OpCode</td>
<td></td>
<td>Data</td>
<td>Mask</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0000b</td>
<td>FetchAdd</td>
<td>Add Data</td>
<td>Add Mask</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>0001b</td>
<td>Swap</td>
<td>Swap Data</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>0101b</td>
<td>CmpSwap</td>
<td>Swap Data</td>
<td>Swap Mask</td>
<td>Valid</td>
<td>Valid</td>
</tr>
<tr>
<td>0011b</td>
<td>Reserved</td>
<td></td>
<td></td>
<td>Not Specified</td>
<td></td>
</tr>
<tr>
<td>1111b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 5 Atomic Operation Message Definitions

The Atomic Operation Request Message has the following semantics:

1. An Atomic Operation Request Message MUST reference an Untagged Buffer. That is, the Local Peer's RDMAP layer MUST request that the DDP mark the Message as Untagged.

2. One Atomic Operation Request Message MUST consume one Untagged Buffer.

3. The Remote Peer's RDMAP layer MUST process an Atomic Operation Request Message. A valid Atomic Operation Request Message MUST NOT be delivered to the Data Sink's ULP (i.e., it is processed by the RDMAP layer).

4. At the Remote Peer, when an invalid Atomic Operation Request Message is delivered to the Remote Peer's RDMAP layer, an error is surfaced.

5. An Atomic Operation Request Message MUST reference the RDMA Read Request Queue. That is, the Local Peer's RDMAP layer MUST request that the DDP layer set the Queue Number field to one.
6. The Local Peer MUST pass to the DDP layer Atomic Operation Request Messages in the order they were submitted by the ULP.

7. The Remote Peer MUST process the Atomic Operation Request Messages in the order they were sent.

8. If the Data Source receives a valid Atomic Operation Request Message, it MUST respond with a valid Atomic Operation Response Message.

5.2.2. Atomic Operation Response Message

The Atomic Operation Response Message carries an Atomic Operation Response Header that contains the “Original Request Identifier” and “Original Remote Data Value”. The Atomic Operation Response Header immediately follows the DDP header. The RDMAP layer passes to the DDP layer a RDMAP Control Field. The following figure depicts the Atomic Operation Response header that MUST be used for all Atomic Operation Response Messages:

```
+-------------------------------+-------------------------------+-------------------------------+-------------------------------+
|                   Original Request Identifier                    |                   Original Request Identifier                    |
|-------------------------------|-------------------------------|-------------------------------|-------------------------------|
+-------------------------------+-------------------------------+-------------------------------+-------------------------------|
|                   Original Remote Data Value                   |                   Original Remote Data Value                   |
|-------------------------------|-------------------------------|-------------------------------|-------------------------------|
|                        +                  |                        +                  |
|                        |                  |                        |                  |
+-------------------------------+-------------------------------+-------------------------------+-------------------------------|
```

Figure 6 Atomic Operation Response Header

Original Request Identifier: 32 bits.

The Original Request Identifier MUST be set to the value specified in the Request Identifier field that was originally provided in the corresponding Atomic Operation Request Message.

Original Remote Data Value: 64 bits.

The Original Remote Value specifies the original 64-bit value stored at the buffer address targeted by the atomic operation.

The Atomic Operation Response Message has the following semantics:

2. An Atomic Operation Response Message MUST consume an Untagged Buffer. That is, the Data Source RDMAP layer MUST request that the DDP mark the Message as Untagged.

3. An Atomic Operation Response Message MUST reference the Queue Number 3. That is, the Local Peer's RDMAP layer MUST request that the DDP layer set the Queue Number field to 3.

4. The Data Source MUST ensure that a sufficient number of Untagged Buffers are available on the RDMA Read Request Queue (Queue with DDP Queue Number 1) to support the maximum number of Atomic Operation Requests negotiated by the ULP.

5. The RDMAP layer MUST Deliver the Atomic Operation Response Message to the ULP.

6. At the Remote Peer, when an invalid Atomic Operation Response Message is delivered to the Remote Peer's RDMAP layer, an error is surfaced.

7. The Data Source RDMAP layer MUST pass Atomic Operation Response Messages to the DDP layer, in the order that the Atomic Operation Request Messages were received by the RDMAP layer, at the Data Source.

5.3. Atomicity Guarantees

Atomicity of the RMW on the responder’s node by the Atomic Operation SHALL be assured in the presence of concurrent atomic accesses by other QPs on the same RNIC.

5.4. Atomic Operations Ordering and Completion Rules

In addition to the ordering and completion rules described in RFC5040 [RFC5040], the following rules apply to implementations of the Atomic operations.

1. For an Atomic operation, the contents of the Tagged Buffer at the Data Sink MAY be indeterminate until the Atomic Operation Response Message has been Delivered at the Local Peer.
2. Atomic Operation Request Messages MUST NOT start processing at the Remote Peer until they have been Delivered to RDMAP by DDP.

3. Atomic Operation Response Messages MAY be generated at the Remote Peer after subsequent RDMA Write Messages or Send Messages have been Placed or Delivered.

4. Atomic Operation Response Message processing at the Remote Peer MUST be started only after the Atomic Operation Request Message has been Delivered by the DDP layer (thus, all previous RDMA Messages have been properly submitted for ordered Placement).

5. Send Messages MAY be Completed at the Remote Peer (Data Sink) before prior incoming Atomic Operation Request Messages have completed their response processing.

6. An Atomic Operation MUST NOT be Completed at the Local Peer until the DDP layer Delivers the associated incoming Atomic Operation Response Message.

7. If more than one outstanding Atomic Request Messages are supported by both peers, the Atomic Operation Request Messages MUST be processed in the order they were delivered by the DDP layer on the Remote Peer. Atomic Operation Response Messages MUST be submitted to the DDP layer on the Remote Peer in the order the Atomic Operation Request Messages were Delivered by DDP.

6. Immediate Data

The Immediate Data operation is used in conjunction with an RDMA Write operation to improve ULP processing efficiency by allowing 8 bytes of immediate data which are placed in a Completion Queue Entry (CQE) after the previous operation has been delivered at the remote peer.

6.1. RDMAP Interactions with the ULP for Immediate Data Operations

For Immediate Data operations, the following are the interactions between the RDMAP Layer and the ULP:

• At the Data Source:
  • The ULP passes to the RDMAP Layer the following:
    • Eight bytes of ULP Immediate Data
• When the Immediate Data operation completes, an indication of the Completion results.

• At the Data Sink:

• If the Immediate Data operation is completed successfully, the RDMAP Layer passes the following information to the ULP Layer:
  
  • Eight bytes of Immediate Data
  
  • An Event, if the Data Sink is configured to generate an Event and the RDMA Message Opcode indicates Message Type Immediate Data with Solicited Event.

• If the Immediate Data operation is completed in error, the Data Sink RDMAP Layer will pass up the corresponding error information to the Data Sink ULP and send a Terminate Message to the Data Source RDMAP Layer. The Data Source RDMAP Layer will then pass up the Terminate Message to the ULP.

6.2. Immediate Data Header Format

The Immediate Data and Immediate Data with SE Messages carry immediate data as shown in Figure 7. The RDMAP layer passes to the DDP layer an RDMAP Control Field and 8 bytes of Immediate Data. The first 8 bytes of the data following the DDP header contains the Immediate Data. See section A.3. for the DDP segment format of an Immediate Data or Immediate Data with SE Message.

```
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                        Immediate Data                       |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```

Figure 7 Immediate Data or Immediate Data with SE Message Header

Immediate Data: 64 bits.

Eight bytes of data transferred from the Requester to an untagged buffer at the Responder.
6.3. Immediate Data or Immediate Data with SE Message

The Immediate Data or Immediate Data with SE Message uses the DDP Untagged Buffer Model to transfer Immediate data from the Data Source to the Data Sink.

- An Immediate Data or Immediate Data with SE Message MUST reference an Untagged Buffer. That is, the Local Peer's RDMAP Layer MUST request that the DDP layer mark the Message as Untagged.

- One Immediate Data or Immediate Data with SE Message MUST consume one Untagged Buffer.

- At the Remote Peer, the Immediate Data or Immediate Data with SE Message MUST be Delivered to the Remote Peer's ULP in the order they were sent.

- For an Immediate Data or Immediate Data with SE Message, the Local Peer's RDMAP Layer MUST request that the DDP layer set the Queue Number field to zero.

- For an Immediate Data or Immediate Data with SE Message, the Local Peer's RDMAP Layer MUST request that the DDP layer transmit 8 bytes of data.

- The Local Peer MUST issue Immediate Data and Immediate Data with SE Messages in the order they were submitted by the ULP.

- The Remote Peer MUST check that Immediate Data and Immediate Data with SE Messages include exactly 8 bytes of data from the DDP layer.

6.4. Ordering and Completions

Ordering and completion rules for Immediate Data are the same as those for a Send operation as described in section 5.5 of RFC 5040.

7. Ordering and Completions Table

The following table summarizes the ordering relationships for Atomic and Immediate Data operations from the standpoint of local Peer issuing the Operations. Note that in the table that follows, Send includes
Send, Send with Invalidate, Send with Solicited Event, and Send with Solicited Event and Invalidate. Also note that in the table below, Immediate Data includes Immediate Data and Immediate Data with Solicited Event.

<table>
<thead>
<tr>
<th>First Operation</th>
<th>Second Operation</th>
<th>Placement Guarantee at Remote Peer</th>
<th>Placement Guarantee at Local Peer</th>
<th>Ordering Guarantee at Remote Peer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Immediate Data</td>
<td>Send</td>
<td>No Placement Guarantee between Send Payload and Immediate Data</td>
<td>Not Applicable</td>
<td>Completed in Order</td>
</tr>
<tr>
<td>Immediate Data</td>
<td>RDMA Write</td>
<td>No Placement Guarantee between RDMA Write Payload and Immediate Data</td>
<td>Not Applicable</td>
<td>Not Applicable</td>
</tr>
<tr>
<td>Immediate Data</td>
<td>RDMA Read</td>
<td>No Placement Guarantee between Immediate Data and RDMA Read Request</td>
<td>RDMA Read Response will not be placed until RDMA Read Data is until Request placed at Remote Peer Immediate Data has been Completed</td>
<td>Atomic Response will not be placed until Atomic Data is until Request placed at Remote Peer Immediate Data has been Completed</td>
</tr>
<tr>
<td>Immediate Data</td>
<td>Atomic</td>
<td>No Placement Guarantee between Immediate Data and Atomic Data and Atomic Request placed at Remote Peer Immediate Data has been Completed</td>
<td>Atomic Response will not be placed until Atomic Data is until Request placed at Remote Peer Immediate Data has been Completed</td>
<td>Atomic Response will not be placed until Atomic Data is until Request placed at Remote Peer Immediate Data has been Completed</td>
</tr>
<tr>
<td>Operation</td>
<td>Immediate Data or Send</td>
<td>Immediate RDMA Write</td>
<td>Immediate RDMA Read</td>
<td>Atomic Atomic</td>
</tr>
<tr>
<td>-----------------</td>
<td>------------------------</td>
<td>----------------------</td>
<td>---------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>Immediate Data</td>
<td>Immediate Guarantee</td>
<td>No Placement</td>
<td>Not Applicable</td>
<td>Immediate</td>
</tr>
<tr>
<td>Send</td>
<td></td>
<td>Guarantee</td>
<td>Applicable</td>
<td>Data</td>
</tr>
<tr>
<td>Immediate Data</td>
<td></td>
<td>Guarantee</td>
<td>Immediate</td>
<td>Data</td>
</tr>
<tr>
<td>Guarantee</td>
<td></td>
<td></td>
<td></td>
<td>between</td>
</tr>
<tr>
<td>Immediate Data</td>
<td></td>
<td></td>
<td></td>
<td>Immediate</td>
</tr>
<tr>
<td>Guarantee</td>
<td></td>
<td></td>
<td></td>
<td>before</td>
</tr>
<tr>
<td>Immediate Data</td>
<td></td>
<td></td>
<td></td>
<td>Data and</td>
</tr>
<tr>
<td>Guarantee</td>
<td></td>
<td></td>
<td></td>
<td>RDMA Read</td>
</tr>
<tr>
<td>Immediate Data</td>
<td></td>
<td></td>
<td></td>
<td>Request</td>
</tr>
<tr>
<td>Guarantee</td>
<td></td>
<td></td>
<td>Immediate</td>
<td></td>
</tr>
<tr>
<td>Immediate Data</td>
<td></td>
<td></td>
<td></td>
<td>Data may be</td>
</tr>
<tr>
<td>Guarantee</td>
<td></td>
<td></td>
<td></td>
<td>Placed</td>
</tr>
<tr>
<td>RDMA Read</td>
<td>Immediate Guarantee</td>
<td>No Placement</td>
<td>Immediate</td>
<td>Data</td>
</tr>
<tr>
<td>Response</td>
<td></td>
<td></td>
<td></td>
<td>between</td>
</tr>
<tr>
<td>Atomic</td>
<td>Immediate Guarantee</td>
<td>No Placement</td>
<td>Immediate</td>
<td>Data</td>
</tr>
<tr>
<td>Data</td>
<td></td>
<td></td>
<td></td>
<td>between</td>
</tr>
<tr>
<td>Guarantee</td>
<td></td>
<td></td>
<td></td>
<td>Immediate</td>
</tr>
<tr>
<td>Immediate Data</td>
<td></td>
<td></td>
<td></td>
<td>before</td>
</tr>
<tr>
<td>Atomic</td>
<td>Send</td>
<td>No Placement</td>
<td>Send Payload</td>
<td>Not Applicable</td>
</tr>
<tr>
<td>Send</td>
<td></td>
<td></td>
<td></td>
<td>may be</td>
</tr>
<tr>
<td>Guarantee</td>
<td></td>
<td></td>
<td></td>
<td>Placed</td>
</tr>
<tr>
<td>Immediate Data</td>
<td></td>
<td></td>
<td></td>
<td>Pay Payload and</td>
</tr>
<tr>
<td>Guarantee</td>
<td></td>
<td></td>
<td></td>
<td>before</td>
</tr>
<tr>
<td>Atomic</td>
<td>Send</td>
<td>No Placement</td>
<td>Send Payload</td>
<td>Not Applicable</td>
</tr>
<tr>
<td>RDMA Write</td>
<td>Immediate Guarantee</td>
<td>No Placement</td>
<td>RDMA Write</td>
<td>Payload may</td>
</tr>
<tr>
<td>Guarantee</td>
<td></td>
<td></td>
<td></td>
<td>be Placed</td>
</tr>
<tr>
<td>Immediate Data</td>
<td></td>
<td></td>
<td></td>
<td>Write</td>
</tr>
<tr>
<td>Guarantee</td>
<td></td>
<td></td>
<td>Immediate</td>
<td>before</td>
</tr>
<tr>
<td>RDMA Write</td>
<td></td>
<td></td>
<td></td>
<td>Payload and</td>
</tr>
<tr>
<td>Guarantee</td>
<td></td>
<td></td>
<td></td>
<td>Atomic</td>
</tr>
<tr>
<td>Atomic</td>
<td>RDMA Read</td>
<td>No Placement</td>
<td>No Placement</td>
<td>RDMA Read</td>
</tr>
<tr>
<td>RDMA Write</td>
<td></td>
<td></td>
<td></td>
<td>Read</td>
</tr>
<tr>
<td>Guarantee</td>
<td></td>
<td></td>
<td>Guarantee</td>
<td>Guarantee</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>between Atomic Request and RDMA Read Request</th>
<th>Message will not be generated until Atomic Response Message has been generated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atomic</td>
<td>Atomic Request and RDMA Read Response</td>
<td>Atomic Guarantee between two Atomic Requests and two Atomic Responses. Message will not be generated until first Atomic Response has been generated.</td>
</tr>
<tr>
<td>Send Atomic</td>
<td>Atomic Request and RDMA Write Payload and Atomic Request</td>
<td>Atomic Guarantee between Send Payload and Atomic Request. Message will not be generated until Send has been Completed.</td>
</tr>
<tr>
<td>RDMA Write Atomic</td>
<td>Atomic Request and RDMA Read Request</td>
<td>Atomic Guarantee between RDMA Write Payload and Atomic Request. Message will not be generated until RDMA Read Response.</td>
</tr>
</tbody>
</table>
8. Error Processing

In addition to error processing described in section 7 of RFC 5040, the following rules apply for the new RDMA Messages defined in this specification.

8.1. Errors Detected at the Local Peer

The Local Peer MUST send a Terminate Message for each of the following cases:

1. For errors detected while creating an Atomic Request, Atomic Response, Immediate Data, or Immediate Data with SE Message, or other reasons not directly associated with an incoming Message, the Terminate Message and Error code are sent instead of the Message. In this case, the Error Type and Error Code fields are included in the Terminate Message, but the Terminated DDP Header and Terminated RDMA Header fields are set to zero.

2. For errors detected on an incoming Atomic Request, Atomic Response, Immediate Data, or Immediate Data with Solicited Event (after the Message has been Delivered by DDP), the Terminate Message is sent at the earliest possible opportunity, preferably in the next outgoing RDMA Message. In this case, the Error Type, Error Code, and Terminated DDP Header fields are included in the Terminate Message, but the Terminated RDMA Header field is set to zero.

8.2. Errors Detected at the Remote Peer

On incoming Atomic Requests, Atomic Responses, Immediate Data, and Immediate Data with Solicited Event, the following must be validated:

1. The DDP layer MUST validate all DDP Segment fields.

2. The RDMA OpCode MUST be valid.

3. The RDMA Version MUST be valid.
9. Security Considerations

This document specifies extensions to the RDMA Protocol specification in [RFC5040], and as such the Security Considerations discussed in Section 8 of [RFC5040] apply.

10. IANA Considerations

This document requests no direct action from IANA.
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Appendix A. DDP Segment Formats for RDMA Messages

This appendix is for information only and is NOT part of the standard. It simply depicts the DDP Segment format for the various RDMA Messages.

A.1. DDP Segment for Atomic Operation Request

The following figure depicts an Atomic Operation Request, DDP Segment:
A.2. DDP Segment for Atomic Response

The following figure depicts an Atomic Operation Response, DDP Segment:

```
0                   1                   2                   3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|  DDP Control  | RDMA Control |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                      Reserved (Not Used)                      |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|              DDP (Atomic Operation Request) Queue Number      |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|        DDP (Atomic Operation Request) Message Sequence Number |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|             DDP (Atomic Operation Request) Message Offset     |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                    Original Request Identifier                |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                       Original Remote Value                   |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```

A.3. DDP Segment for Immediate Data and Immediate Data with SE

The following figure depicts an Immediate Data or Immediate data with SE, DDP Segment:
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