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1. Introduction

Clos [CLOS] topologies (called commonly a fat tree/network in modern IP fabric considerations
[VAHDAT08] as homonym to the original definition of the term [FATTREE]) have gained
prominence in today's networking, primarily as result of the paradigm shift towards a
centralized data-center based architecture that is poised to deliver a majority of computation
and storage services in the future. Many builders of such IP fabrics desire a protocol that auto-
configures itself and deals with failures and mis-configurations with a minimum of human
intervention. Such a solution would allow local IP fabric bandwidth to be consumed in a
'standard component' fashion, i.e. provision it much faster and operate it at much lower costs
than today, much like compute or storage is consumed already.

In looking at the problem through the lens of such IP fabric requirements, RIFT addresses
those challenges not through an incremental modification of either a link-state (distributed
computation) or distance-vector (diffused computation) techniques but rather a mixture of
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both, colloquially best described as "link-state towards the spines" and "distance vector
towards the leaves". In other words, "bottom" levels are flooding their link-state information
in the "northern" direction while each node generates under normal conditions a "default
route" and floods it in the "southern" direction. This type of protocol allows naturally for highly
desirable aggregation. Alas, such aggregation could blackhole traffic in cases of
misconfiguration or while failures are being resolved or even cause partial network
partitioning and this has to be addressed by some adequate mechanism. The approach RIFT
takes is described in Section 4.2.5 and is basically based on automatic, sufficient
disaggregation of prefixes in case of link and node failures.

The protocol does further provide

* optional fully automated construction of fat-tree topologies based on detection of links
without any configuration (Section 4.2.7) while allowing for traditional configuration and
arbitrary mix of both types of nodes as well,

* minimum amount of routing state held at each level,

* automatic pruning and load balancing of topology flooding exchanges over a sufficient
subset of links which resolves the traditional problem of link-state protocol struggling with
densely meshed graphs due to high volume of flooding traffic (Section 4.2.3.9),

* automatic aggregation (Section 4.2.3.8) and consequently automatic disaggregation
(Section 4.2.5) of prefixes on link and node failures to prevent black-holing and
suboptimal routing,

* loop-free non-ECMP forwarding due to its inherent valley-free nature,
» fast mobility (Section 4.3.4),

* re-balancing of traffic towards the spines based on bandwidth available (Section 4.3.7.1)
and finally

* mechanisms to synchronize a limited key-value data-store (Section 4.3.5.1) that can be
used after protocol convergence to e.g. bootstrap higher levels of functionality on nodes.

Figure 1 presents as first example of operation a simplified, conceptual view of the resulting
information and routes on a RIFT fabric. The top of the fabric is holding in its link-state
database the information about the nodes below it and the routes to them whereas the
notation A/32 is used to indicate a loopback route to node A and 0/0 is the usual notation for a
default route. First row of information represents the nodes for which full topology information
is available. The second row of the database table indicates that partial information of other
nodes in the same level is available as well. Such information will be necessary to perform
certain algorithms necessary for correct protocol operation. When "bottom" of the fabric is
considered, or in other words the leaves, the topology is basically empty and, under normal
conditions, the leaves hold a load balanced default route to the next level.

The balance of this document fills in the protocol specification details.
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[A, B, C, D]
[E]

E F A.A.A.A/32 via [C, D]
B.B.B.B/32 via [C, D]
C.C.C.C/32 via C
D.D.D.D/32 via D

[A, B] [A, B]
[D] [C]
0.0.0.0/0 @ [E, F] C D 0.0.0.0/0 @ [E, F]
AAAA/32@A AAAA/32 @A
B.B.B.B/32 @ B B.B.B.B/32 @ B
0.0.0.0/0 @ [C, D] A B 0.0.0.0/0 @ [C, D]

Figure 1: RIFT Information Distribution

1.1. Requirements Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD",
"SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and "OPTIONAL" in this
document are to be interpreted as described in BCP 14 RFC 2119 [RFC2119] RFC 8174
[RFC8174] when, and only when, they appear in all capitals, as shown here.
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2. A Reader's Digest

This section should serve as an initial guided tour through the document in order to convey
the necessary information for any reader, depending on their level of interest. The glossary
section (Section 3.1) should be used as a supporting reference as the document is read.

The indications to direction (i.e. "top", "bottom", etc.) referenced in the Section 1 are of
paramount importance. RIFT requires a topology with a sense top and bottom in order to
properly achieve a sorted topology. Clos, Fat-Tree, and other similarly structured networks are
conducive to such requirements. RIFT does allow for further relaxation of these constraints,
they will be mentioned later in this section.

Operators and implementors alike must understand if multi-plane IP fabrics are of interest or
not. Section 3.2 illustrates an example of both single-plane in Figure 2 and multi-plane fabric
in Figure 3. Multi-plane fabrics require understanding of additional RIFT concepts (e.qg.
negative disaggregation in Section 4.2.5.2) that are otherwise unnecessary in context of
strictly single-plane fabrics. Overview (Section 4.1) and Section 4.1.2 aim to provide enough
context to determine if multi-plane fabrics are of interest to the reader. The Fallen Leaf part
(Section 4.1.3), and additionally Section 4.1.4 and Section 4.1.5 describe further considerations
that are specific to multi-plane fabrics.

The fundamental protocol concepts are described starting in the specification part (Section
4.2), but some sub-sections are not quite as relevant unless dealing with implementation of
the protocol. The protocol transport (Section 4.2.1) is of particular importance for two reasons.
First, it introduces RIFT's packet formats in the form of a normative Thrift model given in
Appendix B.3. Second, the Thrift model component is a prelude to understanding the RIFT's
inherent security features as defined in the security segment (Section 7). The normative
schema defining the Thrift model can be found in both Appendix B.2 and Appendix B.3.
Furthermore, while a detailed understanding of Thrift and the models are not required unless
implementing RIFT, they may provide additional useful information for other readers.

If implementing RIFT to support multi-plane topologies Section 4.2 should be reviewed in its
entirety in conjunction with previously mentioned Thrift schemas. Sections not relevant to
single-plane implementations will be noted later in the section. Special attention should be
paid to the LIE definitions part (Section 4.2.2) as it not only outlines basic neighbor discovery
and adjacency formation, but also provides necessary context for RIFT's ZTP (Section 4.2.7)
and mis-cabling detection capabilities that allow it to automatically detect and build the
underlay topology with a negligible configuration. These specific capabilities are detailed in
Section 4.2.7.

For other readers, the following sections provide a more detailed understanding of the
fundamental properties and highlight some additional benefits of RIFT such as link state
packet formats, highly efficient flooding, synchronization, loop-free path computation and
link-state database maintenance - Section 4.2.3, Section 4.2.3.2, Section 4.2.3.3, Section
4.2.3.4, Section 4.2.3.6, Section 4.2.3.7, Section 4.2.3.8, Section 4.2.4, Section 4.2.4.1, Section
4.2.4.2, Section 4.2.4.3, Section 4.2.4.4. RIFT's unique ability to perform weighted unequal-
cost load balancing of traffic across all available links is outlined in Section 4.3.7 with an
accompanying example.

Section 4.2.5 is the place where the single-plane vs. multi-plane requirement is explained in
more detail. For those interested in single-plane fabrics, only Section 4.2.5.1 is required. For
the multi-plane interested reader Section 4.2.5.2, Section 4.2.5.2.1, Section 4.2.5.2.2, and

Przygienda, et al. Expires 1 July 2022 Page 8



Internet-Draft RIFT December 2021

Section 4.2.5.2.3 are also mandatory. Section 4.2.6 is especially important for any multi-plane
interested reader as it outlines how the RIB and FIB are built via the disaggregation
mechanisms, but also illustrates how they prevent defective routing decisions (e.g. black
holes) in both single or multi-plane topologies.

Section 5 contains a set of comprehensive examples that continue to highlight just how
efficiently RIFT handles failures by containing impact to only the required set of nodes. It
should also help cement some of RIFT's core concepts in the reader's mind.

Last, but not least, RIFT has other optional capabilities. One example is the key-value data-
store, which enables RIFT to advertise data post-convergence in order to bootstrap higher
levels of functionality (e.g. operational telemetry). Those are covered in Section 4.3 and
Section 6.

More information related to RIFT can be found in the "RIFT Applicability" [APPLICABILITY]
document, which discusses alternate topologies upon which RIFT may be deployed, use cases
where it is applicable, and presents operational considerations that complement this
document.

3. Reference Frame

3.1. Terminology

This section presents the terminology used in this document.

Crossbar:
Physical arrangement of ports in a switching matrix without implying any further
scheduling or buffering disciplines.

Clos/Fat Tree:
This document uses the terms Clos and Fat Tree interchangeably whereas it always refers
to a folded spine-and-leaf topology with possibly multiple Points of Delivery (PoDs) and
one or multiple Top of Fabric (ToF) planes. Several modifications such as leaf-2-leaf
shortcuts and multiple level shortcuts are possible and described further in the document.

Directed Acyclic Graph (DAG):
A finite directed graph with no directed cycles (loops). If links in a Clos are considered as
either being all directed towards the top or vice versa, each of such two graphs is a DAG.

Folded Spine-and-Leaf:
In case the Clos fabric input and output stages are analogous, the fabric can be "folded" to
build a "superspine" or top which is called Top of Fabric (ToF) in this document.
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Level:
Clos and Fat Tree networks are topologically partially ordered graphs and 'level' denotes
the set of nodes at the same height in such a network, where the bottom level (leaf) is the
level with lowest value. A node has links to nodes one level down and/or one level up.
Under some circumstances, a node may have links to nodes at the same level and a leaf
may have links to nodes multiple levels higher. RIFT counts levels from top-of-fabric (ToF)
numerically down. Level 0 always implies a leaf in RIFT but a leaf does not have to be
level 0. Level in RIFT can be configured or automatically derive its level via ZTP as
explained in Section 4.2.7. As final footnote: Clos terminology uses often the concept of
"stage" but due to the folded nature of the Fat Tree it is not used from this point on to
prevent misunderstandings.

Superspine, Aggregation/Spine and Edge/Leaf Switches:"
Traditional level names in 5-stages folded Clos for Level 2, 1 and 0 respectively (counting
up from the bottom). We normalize this language to talk about top-of-fabric (ToF), top-of-
pod (ToP) and leaves.

Zero Touch Provisioning (ZTP):
Optional RIFT mechanism which allows to derive node levels automatically based on
minimum configuration. Such a mininum configuration consists solely of ToFs being
configured as such.

Point of Delivery (PoD):
A self-contained vertical slice or subset of a Clos or Fat Tree network containing normally
only level 0 and level 1 nodes. A node in a PoD communicates with nodes in other PoDs via
the Top-of-Fabric. PoDs are numbered to distinguish them and PoD value 0 (defined later in
the encoding schema as “common.default_pod") is used to denote "undefined" or "any"
PoD.

Top of PoD (ToP):
The set of nodes that provide intra-PoD communication and have northbound adjacencies
outside of the PoD, i.e. are at the "top" of the PoD.

Top of Fabric (ToF):
The set of nodes that provide inter-PoD communication and have no northbound
adjacencies, i.e. are at the "very top" of the fabric. ToF nodes do not belong to any PoD and
are assigned “common.default_pod" PoD value to indicate the equivalent of "any" PoD.

Spine:
Any nodes north of leaves and south of top-of-fabric nodes. Multiple layers of spines in a
PoD are possible.

Leaf:
A node without southbound adjacencies. As mentioned before, Level 0 implies a leaf in
RIFT but a leaf does not have to be level 0.

Top-of-fabric Plane or Partition:
In large fabrics top-of-fabric switches may not have enough ports to aggregate all switches
south of them and with that, the ToF is 'split' into multiple independent planes. Section
4.1.2 explains the concept in more detail. A plane is subset of ToF nodes that see each
other through south reflection or E-W links.

Radix:
A radix of a switch is number of switching ports it provides. It's sometimes called fanout as
well.
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North Radix:
Ports cabled northbound to higher level nodes.

South Radix:
Ports cabled southbound to lower level nodes.

South/Southbound and North/Northbound (Direction):
When describing protocol elements and procedures, in different situations the directionality
of the compass is used. l.e., 'lower’, 'south’ or 'southbound' mean moving towards the
bottom of the Clos or Fat Tree network and 'higher’, 'north' and 'northbound' mean moving
towards the top of the Clos or Fat Tree network.

Northbound Link:
A link to a node one level up or in other words, one level further north.

Southbound Link:
A link to a node one level down or in other words, one level further south.

East-West (E-W) Link:
A link between two nodes at the same level. East-West links are normally not part of Clos
or "fat-tree" topologies.

Leaf shortcuts (L2L):
East-West links at leaf level will need to be differentiated from East-West links at other
levels.

Routing on the host (RotH):
Modern data center architecture variant where servers/leaves are multi-homed and
consecutively participate in routing.

Northbound representation:
Subset of topology information flooded towards higher levels of the fabric.

Southbound representation:
Subset of topology information sent towards a lower level.

South Reflection:
Often abbreviated just as "reflection”, it defines a mechanism where South Node TIEs are
"reflected" from the level south back up north to allow nodes in the same level without E-
W links to "see" each other's node Topology Information Elements (TIEs).

TIE:
This is an acronym for a "Topology Information Element". TIEs are exchanged between RIFT
nodes to describe parts of a network such as links and address prefixes. A TIE has always a
direction and a type. North TIEs (sometimes abbreviated as N-TIEs) are used when dealing
with TIEs in the northbound representation and South-TIEs (sometimes abbreviated as S-
TIEs) for the southbound equivalent. TIEs have different types such as node and prefix TIEs.

Node TIE:
This stands as acronym for a "Node Topology Information Element", which contains all
adjacencies the node discovered and information about the node itself. Node TIE should
NOT be confused with a North TIE since "node" defines the type of TIE rather than its
direction. Consequently North Node TIEs and South Node TIEs exist.
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Prefix TIE:
This is an acronym for a "Prefix Topology Information Element" and it contains all prefixes
directly attached to this node in case of a North TIE and in case of South TIE the necessary
default routes the node advertises southbound.

Key Value (KV) TIE:
A TIE that is carrying a set of key value pairs [DYNAMO]. It can be used to distribute non
topology related information within the protocol.

TIDE:
Topology Information Description Element carrying descriptors of the TIEs stored in the
node.

TIRE:
Topology Information Request Element carrying set of TIDE descriptors. It can both confirm
received and request missing TIEs.

Disaggregation:
Process in which a node decides to advertise more specific prefixes Southwards, either
positively to attract the corresponding traffic, or negatively to repel it. Disaggregation is
performed to prevent black-holing and suboptimal routing to the more specific prefixes.

LIE:
This is an acronym for a "Link Information Element" exchanged on all the system's links
running RIFT to form ThreeWay adjacencies and carry information used to perform Zero
Touch Provisioning (ZTP) of levels.

Flood Repeater (FR):
A node can designate one or more northbound neighbor nodes to be flood repeaters. The
flood repeaters are responsible for flooding northbound TIEs further north. The document
sometimes calls them flood leaders as well.

Bandwidth Adjusted Distance (BAD):
Each RIFT node can calculate the amount of northbound bandwidth available towards a
node compared to other nodes at the same level and can modify the route distance
accordingly to allow for the lower level to adjust their load balancing towards spines.

Overloaded:
Applies to a node advertising the “overload™ attribute as set. Overload attribute is carried
in the “NodeFlags™ object of the encoding schema.

Interface:
A layer 3 entity over which RIFT control packets are exchanged.

ThreeWay Adjacency:
RIFT tries to form a unique adjacency over an interface and exchange local configuration
and necessary ZTP information. An adjacency is only advertised in node TIEs and used for
computations after it achieved ThreeWay state, i.e. both routers reflected each other in
LIEs including relevant security information. Nevertheless, LIEs before ThreeWay state is
reached may carry ZTP related information already.

Bi-directional Adjacency:
Bidirectional adjacency is an adjacency where nodes of both sides of the adjacency
advertised it in the node TIEs with the correct levels and system IDs. Bi-directionality is
used to check in different algorithms whether the link should be included.
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Neighbor:
Once a ThreeWay adjacency has been formed a neighborship relationship contains the
neighbor's properties. Multiple adjacencies can be formed to a remote node via parallel
interfaces but such adjacencies are *not* sharing a neighbor structure. Saying "neighbor" is
thus equivalent to saying "a ThreeWay adjacency".

Cost:
The term signifies the weighted distance between two neighbors.

Distance:
Sum of costs (bound by infinite distance) between two nodes.

Shortest-Path First (SPF):
A well-known graph algorithm attributed to Dijkstra [DIJKSTRA] that establishes a tree of
shortest paths from a source to destinations on the graph. SPF acronym is used due to its
familiarity as general term for the node reachability calculations RIFT can employ to
ultimately calculate routes of which Dijkstra algorithm is a possible one.

North SPF (N-SPF):
A reachability calculation that is progressing northbound, as example SPF that is using
South Node TIEs only. Normally it progresses a single hop only and installs default routes.

South SPF (S-SPF):
A reachability calculation that is progressing southbound, as example SPF that is using
North Node TIEs only.

Security Envelope:
RIFT packets are flooded within an authenticated security envelope that allows to protect
the integrity of information a node accepts.

System ID:
Each RIFT node identifies itself by a valid, network wide unique number when trying to
build adjacencies or describing its topology. RIFT System IDs can be auto-derived or
configured.

Additionally, when the specification refers to elements of packet encoding or constants
provided in the Appendix B grave accents are used, e.g. “invalid_distance’. Same convention

is used when referring to finite state machine states or events outside the context of the
machine itself, e.g. "OneWay .

3.2. Topology
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Figure 2: A Three Level Spine-and-Leaf Topology

Przygienda, et al. Expires 1 July 2022 Page 14



eeeeeeeeeeee




Internet-Draft RIFT December 2021

Topology in Figure 2 is refered to in all further considerations. This figure depicts a generic
"single plane fat-tree" and the concepts explained using three levels apply by induction to
further levels and higher degrees of connectivity. Further, this document will deal also with
designs that provide only sparser connectivity and "partitioned spines" as shown in Figure 3
and explained further in Section 4.1.2.

4. RIFT: Routing in Fat Trees

Remainder of this documents presents the detailed specification of a protocol optimized for
Routing in Fat Trees (RIFT) that in most abstract terms has many properties of a modified link-
state protocol when distributing information northbound and a distance vector protocol when
distributing information southbound. While this is an unusual combination, it does quite
naturally exhibit the desirable properties desired.

4.1. Overview

4.1.1. Properties

The most singular property of RIFT is that it floods link-state information northbound only so
that each level obtains the full topology of levels south of it. Link-State information is, with
some exceptions, never flooded East-West or back South again. Exceptions like south
reflection is explained in detail in Section 4.2.5.1 and east-west flooding at ToF level in multi-
plane fabrics is outlined in Section 4.1.2. In the southbound direction, the necessary routing
information, normally just the default route, propagates one hop south and is 're-advertised'
by nodes at next lower level. However, RIFT uses flooding in the southern direction as well to
avoid the overhead of building an update per adjacency. For the moment describing the East-
West direction is left out.

Those information flow constraints create not only an anisotropic protocol (i.e. the information
is not distributed "evenly" or "clumped" but summarized along the N-S gradient) but also a
"smooth" information propagation where nodes do not receive the same information from
multiple directions at the same time. Normally, accepting the same reachability on any link,
without understanding its topological significance, forces tie-breaking on some kind of
distance metric. And such tie-breaking leads ultimately in hop-by-hop forwarding to shortest
paths only. In contrast to that, RIFT, under normal conditions, does not need to tie-break the
same reachability information from multiple directions. Its computation principles (south
forwarding direction is always preferred) leads to valley-free [VFR] forwarding behavior. And
since valley free routing is loop-free, it can use all feasible paths which is another highly
desirable property if available bandwidth should be utilized to the maximum extent possible.

To account for the "northern" and the "southern" information split the link state database is
partitioned accordingly into "north representation” and "south representation” TIEs. In
simplest terms the North TIEs contain a link state topology description of lower levels and and
South TIEs carry simply node description of the level above and default routes pointing north.
This oversimplified view will be refined gradually in the following sections while introducing
protocol procedures and state machines at the same time.

4.1.2. Generalized Topology View

This section and resulting Section 4.2.5.2 are dedicated to multi-plane fabrics, in contrast with
the single plane designs where all top-of-fabric nodes are topologically equal and initially
connected to all the switches at the level below them.
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It is quite difficult to visualize multi plane design, which are effectively multi-dimensional
switching matrices. To cope with that, this document introduces a methodology allowing to
depict the connectivity in two-dimensional pictures. Further, the fact can be leveraged that
what is under consideration here are basically stacked crossbar fabrics where ports align "on
top of each other" in a regular fashion.

A word of caution to the reader; at this point it should be observed that the language used to
describe Clos variations, especially in multi-plane designs, varies widely between sources.
This description follows the terminology introduced in Section 3.1. It is unavoidable to have it
present to be able to follow the rest of this section correctly.

4.1.2.1. Terminology and Glossary

This section describes the terminology and acronyms used in the rest of the text. Though the
glossary may not be comprehensible on a first read, the following sections will gradually
introduce the terms in their proper context.

P:
Denotes the number of PoDs in a topology.

Denotes the number of ToF nodes in a topology.

To simplify the visual aids, notations and further considerations, implicit assumption is
made that the switches are symmetrical, i.e. equal number ports point northbound and
southbound. With that simplification, K denotes half of the radix of a symmetrical switch,
meaning that the switch has K ports pointing north and K ports pointing south. K_LEAF (K of
a leaf) thus represents both the number of access ports in a leaf Node and the maximum
number of planes in the fabric, whereas K_TOP (K of a ToP) represents the number of
leaves in the PoD and the number of ports pointing north in a ToP Node towards a higher
spine level, thus the