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Abstract

This Information Model applies to the Measurenent Agent within a
Large- Scal e Measurenent Platform As such it outlines the
information that is (pre-)configured on the MA or exists in

conmuni cations with a Controller or Collector within an LMAP
framewor k. The purpose of such an Information Mddel is to provide a
protocol and device independent view of the MA that can be

i npl enented via one or nore Control and Report protocols.

Requi rement s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engi neering
Task Force (I1ETF). Note that other groups may al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on Septenber 6, 2015.
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1. Introduction

A | arge-scal e nmeasur enment

platformis a collection of conponents that

work in a coordinated fashion to perform neasurenents froma | arge

nunber of vantage points.
measur enent
Controller(s) and the Collector(s).
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The MAs are the elenents actually perform ng the nmeasurenents. The
MAs are controlled by exactly one Controller at a tinme and the
Col l ectors gather the results generated by the MAs. In a nutshell,
the normal operation of a |arge-scale neasurenent platformstarts
with the Controller instructing a set of one or nore MAs to performa
set of one or nore Measurenent Tasks at a certain point in tine. The
MAs execute the instructions froma Controller, and once they have
done so, they report the results of the neasurenents to one or nore
Col l ectors. The overall framework for a Large Measurenent platform
as used in this docunent is described in detail in
[I-D.ietf-Ilmp-franmework].

A | arge-scal e neasurenment platforminvolves basically three types of
protocols, nanmely, a Control protocol (or protocols) between a
Controller and the MAs, a Report protocol (or protocols) between the
MAs and the Collector(s) and several neasurenent protocols between
the MAs and Measurenent Peers (MPs), used to actually performthe
measurenents. In addition sonme information is required to be
configured on the MA prior to any conmunication with a Controller.

Thi s docunent defines the information nodel for both Control and the
Report protocols along with pre-configuration information that is
requi red on the MA before communicating with the Controller, broadly
named as the LMAP Informati on Model. The neasurenent protocols are
out of the scope of this docunent.

As defined in [RFC3444], the LMAP Information Mddel (henceforth also
referred to as LMAP IM defines the concepts involved in a |arge-
scal e neasurenent platformat a high | evel of abstraction,

i ndependent of any specific inplenmentation or actual protocol used to
exchange the information. It is expected that the proposed

i nformati on nodel can be used with different protocols in different
nmeasurenent platformarchitectures and across different types of MA
devices (e.g., home gateway, smartphone, PC, router).

The definition of an Infornmation Mdel serves a nunber of purposes:

1. To guide the standardi sation of one or nore Control and Report
protocol s and data nodel s

2. To enable high-level inter-operability between different Control
and Report protocols by facilitating translation between their
respective data nodels such that a Controller could instruct sub-
popul ati ons of MAs using different protocols

3. To formagreenent of what information needs to be held by an MA

and passed over the Control and Report interfaces and support the
functionality described in the LMAP franmework
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2.

4. Enabl e existing protocols and data nodels to be assessed for
their suitability as part of a |large-scal e neasurenent system

Not at i on

Thi s docunment use an object-oriented programm ng-li ke notation to
define the paraneters (nanes/val ues) of the objects of the
informati on nodel. An optional field is enclosed by [ ], and an
array is indicated by two nunbers in angle brackets, <m.n> where m
i ndicates the m ni mal nunber of values, and n is the naxi num The
synbol * for n neans no upper bound.

LMAP | nformati on Model

The information described herein relates to the information stored,
received or transmtted by a Measurenent Agent as described within
the LMAP framework [I-D.ietf-lmp-framework]. As such, sone subsets
of this information nodel are applicable to the nmeasurenent
Controller, Collector and any devi ce managenent systemthat pre-
configures the Measurenent Agent. The information described in these
nodels will be transmitted by protocols using interfaces between the
Measur enent Agent and such systens according to a Data Mdel.

For clarity the information nodel is divided into six sections:

1. Pre-Configuration Information. |Information pre-configured on the
Measurenment Agent prior to any comruni cation with other
conmponents of the LMAP architecture (i.e., the Controller
Col | ector and Measurenent Peers), specifically detailing howto
conmuni cate with a Controller and whether the device is enabl ed
to participate as an NA

2. Configuration Information. Update of the pre-configuration
information during the registration of the MA or subsequent
communi cation with the Controller, along with the configuration
of further paranmeters about the MA (rather than the Tasks it
shoul d perform that were not mandatory for the initial
conmuni cati on between the MA and a Controller.

3. Instruction Information. Information that is received by the MA
fromthe Controller pertaining to the Tasks that shoul d be
executed. This includes the task execution Schedul es (other than
the Controller comrunication Schedul e supplied as
(pre)configuration information) and related information such as
t he Task Configuration, comruni cation Channels to Coll ectors and
schedule Timng information. It also includes Task Suppression
information that is used to over-ride normal Task execution.
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4. Logging Information. Information transmtted fromthe MAto the
Controller detailing the results of any configuration operations
along with error and status information fromthe operation of the
MVA.

5. Capability and Status Information. Information on the general
status and capabilities of the MA. For exanple, the set of
measurenents that are supported on the device.

6. Reporting Information. Information transmtted fromthe MAto
one or nore Collectors including neasurenent results and the
context in which they were conduct ed.

In addition the MA may hold further information not described herein,
and which may be optionally transferred to or from other systens
including the Controller and Collector. One exanple of information
inthis category is subscriber or line information that may be
extracted by a task and reported by the MA in the reporting

conmuni cation to a Coll ector.

It should al so be noted that the MA may be in conmunication with

ot her managenent systens which may be responsi ble for configuring and
retrieving information fromthe MA device. Such systens, where
avai l abl e, can performan inportant role in transferring the pre-
configuration information to the MA or enabling/disabling the
measurenent functionality of the MNA

The Informati on Model is divided into sub-sections for a nunber of
reasons. Firstly the grouping of information facilitates reader
under st andi ng. Secondly, the particul ar groupi ngs chosen are
expected to map to different protocols or different transm ssions
wi thin those protocols.

The granularity of data transmitted in each operation of the Control
and Report Protocols is not dictated by the Information Mdel. For
exanple, the Instruction object my be delivered in a single
operation. Alternatively, Schedules and Task Configurations may be
separated or even each Schedul e/ Task Configuration nmay be delivered
individually. Simlarly the Information Mdel does not dictate

whet her data is read, wite, or read/wite. For exanple, sone
Control Protocols may have the ability to read back Configuration and
I nstruction informati on which have been previously set on the MA
Lastly, while sonme protocols may sinply overwite information (for
exanpl e refreshing the entire Instruction Information), other
protocols may have the ability to update or delete selected itens of
i nformati on.
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The information in these six sections is captured by a nunber of
common i nformation objects. These objects are al so described | ater
in this docunent and conprise of:

1. Schedules. A set of Schedules tell the MA to do sonething.
Wt hout a Schedule no Task (from a neasurenent to reporting or
communi cating with the Controller) is ever executed. Schedul es
are used within the Instruction to specify what tasks should be
performed, when, and how to direct their results. A Schedule is
al so used within the pre-Configuration and Configuration
information in order to execute the Task or Tasks required to
communi cate with the Controller

2. Channels. A set of Channel objects are used to comrunicate with
a nunber of endpoints (i.e. the Controller and Collectors). Each
Channel object contains the information required for the
communi cation with a single endpoint such as the target |ocation
and security details.

3. Task Configurations. A set of Task Configurations is used to
configure the Tasks that are run by the MA. This includes the
registry entry for the Task and any configuration paraneters.
Task Configurations are referenced froma Schedule in order to
speci fy what Tasks the MA shoul d execute.

4. Timngs. A set of Timng objects that can be referenced fromthe
Schedul es. Each Schedul e al ways references exactly one Tim ng
object. A Timng object specfies either a singleton or series of
time events. They are used to indicate when Tasks shoul d be
execut ed.

The follow ng diagramillustrates the structure in which these common
i nformation objects are referenced. The references are achi eved by
each object (Task Configuration, Timng) being given a short text
name that is used by other objects. The objects shown in parenthesis
are part of the internal object structure of a Schedule. Channels
are not shown in the diagramsince they are only used as an option by
sel ected Task Configurations but are simlarly referenced using a
short text nane.

Schedul e
[---------- > Timng

| ---------- > Task Configuration
| ---------- > Destination Tasks

It should be clear that the top-Ievel bahaviour of an MAis sinply to
execute Schedul es. Every action referenced by a Schedule is defined
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as a Task. As such, these actions are configured through Task
Configurations and executed according to the Timng referenced by the
Schedul e in which they appear. Tasks can inplenent a variety of
different types of actions. Wile in ternms of the Information Mdel,
all Tasks have the sane structure, it can help conceptually to think
of different Task categories:

1. Measurenent Tasks neasure sone aspect of network performance or
traffic. They may al so capture contextual information fromthe
MA device or network interfaces such as the device type or
i nterface speed.

2. Dat a Transfer Tasks

A. Reporting Tasks report the results of Measurenent Tasks to
Col l ectors

B. Control Task(s) inplenment the Control Protocol and
conmuni cate with the Controller. Depending on the Control
Protocol there nmay be a nunber of specialist tasks such as:
Configuration Task; Instruction Task; Suppression Task;
Capabi lities Task; Logging Task etc.

3. Data Analysis Tasks can exist to anal yse data from ot her
Measurenment Tasks locally on the MA

4. Data Managenent Tasks may exist to clean-up, filter or conpress
data on the MA such as Measurenment Task results

3.1. Pre-Configuration Information

This information is the mnimal information that needs to be pre-
configured to the MA in order for it to successfully comunicate with
a Controller during the registration process. Sone of the Pre-
Configuration Information elenents are repeated in the Configuration
Information in order to allow an LMAP Controller to update these
items. The pre-configuration information also contains sone el enents
that are not under the control of the LMAP framework (such as the
device identifier and device security credentials).

This Pre-Configuration Information needs to include a URL of the
initial Controller fromwhere configuration information can be
communi cated along with the security information required for the
conmuni cation including the certificate of the Controller (or the
certificate of the Certification Authority which was used to issue
the certificate for the Controller). Al this is expressed as a
Channel. Wile nultiple Channels nay be provided in the Pre-
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Configuration Information they nust all be associated with a single
Controller (e.g. over different interfaces or network protocols).

Where the MA pulls information fromthe Controller, the Pre-
Configuration Information also needs to contain the timng of the
communi cation with the Controller as well as the nature of the
communi cation itself (such as the protocol and data to be
transferred). The timng is given as a Schedul e that executes the
Task(s) responsible for comrunication with the Controller. It is
this Task (or Tasks) that inplement the Control protocol between the
MA and the Controller and utilises the Channel information. The
Task(s) nmay take additional paraneters in which case a Task
Configuration can al so be incl uded.

Even where information is pushed to the MA fromthe Controller

(rather than pulled by the MA), a Schedule still needs to be
supplied. In this case the Schedule will sinply execute a Controller
listener task when the MA is started. A Channel is still required

for the MA to establish secure communication with the Controll er

It can be seen that these Channels, Schedul es and Task Confi gurations
for the initial MA-Controller conmunication are no different in terns
of the Informati on Model to any other Channel, Schedul e or Task
Configuration that m ght execute a Measurenent Task or report the
measurenent results (as described later).

The MA may be pre-configured with an MA ID, or may use a Device ID in
the first Controller contact before it is assigned an MA ID. The
Device ID may be a MAC address or sone other device identifier
expressed as a URN. [|f the MAID is not provided at this stage then
it nmust be provided by the Controller during Configuration.

Detail of the informati on nodel el enents:

[l MA pre-configuration mnimal information to comrunicate
/[l initially with Controller

obj ect {
[uuid ma- agent -i d; ]
ma- t ask- obj ma- control -tasks<l..*>;
ma- channel - obj ma- cont rol - channel s<1. . *>;
ma- schedul e- obj ma- cont rol - schedul es<1. . *>;
[urn ma- devi ce-i d; ]
credential s ma- cr edenti al s;

} ma-config-obj;

The details of the Channel and Schedul e objects are described | ater
since they are common to several parts of the information nodel.
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3.2. Configuration Information

During registration or at any later point at which the MA contacts
the Controller (or vice-versa), the choice of Controller, details for
the timng of communication with the Controller or paraneters for the
comruni cati on Task(s) can be changed (as captured by the Channel s,
Schedul es and Task Configurations objects). For exanple the pre-
configured Controller (specified as a Channel or Channels) may be
over-ridden with a specific Controller that is nore appropriate to
the MA device type, location or characteristics of the network (e.g.
access technol ogy type or broadband product). The initial

comruni cati on Schedul e may be over-ridden with one nore relevant to
routi ne communi cati ons between the MA and the Controller.

Wil e sone Control protocols may only use a single Schedul e, other
protocol s may use several Schedules (and related data transfer Tasks)
to update the Configuration Information, transfer the Instruction
Information, transfer Capability and Status Information and send
other information to the Controller such as log or error
notifications. Miltiple Channels may be used to conmunicate with the
same Controller over nultiple interfaces (e.g. to send | ogging

i nformation over a different network).

In addition the MA will be given further itens of information that
relate specifically to the MA rather than the neasurenents it is to
conduct or how to report results. The assignnment of an ID to the MA
is mandatory. |If the MA Agent ID was not optionally provided during
the pre-configuration then one nmust be provided by the Controller
during Configuration. Optionally a Goup ID may al so be given which
identifies a group of interest to which that MA bel ongs. For exanple
t he group could represent an | SP, broadband product, technol ogy,

mar ket cl assification, geographic region, or a conbination of
mul ti pl e such characteristics. Were the Measurenent G oup IDis set
an additional flag (the Report MA ID flag) is required to contro

whet her the Measurenent Agent IDis also to be reported. The
reporting of a Goup IDwithout the MAID allows the MA to remain
anonynous, which may be particularly useful to prevent tracking of
nobi | e MA devi ces.

Optionally an MA can al so be configured to stop executing any
Instruction Schedule if the Controller is unreachable. This can be
used as a fail-safe to stop Measurenment and ot her Tasks bei ng
conducted when there is doubt that the Instruction Information is
still valid. This is sinply represented as a tine w ndow in
m|liseconds since the |ast communication with the Controller after
whi ch I nstruction Schedul es are to be suspended. The appropriate
value of the tinme window will depend on the specified conmmunication
Schedule with the Controller and the duration for which the systemis
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willing to tolerate continued operation with potentially stale
Instruction |Information.

While Pre-Configuration Information is persistent upon device reset
or power cycle, the persistency of the Configuration Information may
be devi ce dependent. Some devices may revert back to their pre-
configuration state upon reboot or factory reset, while other devices
may store all Configuration and Instruction information in persistent
storage. A Controller can check whether an MA has the | atest
Configuration and Instruction informati on by exam ning the Capability
and Status information for the NA

It should be noted that control shcedul es and tasks cannot be
suppressed as evidenced by the lack of suppression information in the
Configuration. The control schedule nmust only reference tasks |isted
as control tasks (i.e. within the Configuration information). Any
suppress-by-default flag against control tasks will be ignored.

Detail of the additional and updated information nodel elenents:

/1 MA Configuration

obj ect {
uui d ma- agent - i d;
ma- t ask- obj ma- control -tasks<1. . *>;
ma- channel - obj ma- cont r ol - channel s<1. . *>;
ma- schedul e- obj ma- cont r ol - schedul es<1. . *>;
[urn ma- devi ce-i d; ]
credential s ma- credenti al s;
[string ma- gr oup-i d; |
[ bool ean ma-report-ma-id-flag;]
[int ma- control - channel -fail ure-threshol d; ]

} ma-config-obj;
3.3. Instruction Informtion
The Instruction information nodel has four sub-el enents:
1. Instruction Task Configurations
2. Report Channels
3. Instruction Schedul es
4. Suppression

The Instruction supports the execution of all Tasks on the MA except
t hose that deal with conmmunication with the Controller (specified in
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(pre-)configuration information). The Tasks are configured in
Instruction Task Configurations and included by reference in

I nstruction Schedul es that specify when to execute them The results
can be comuni cated to other Tasks or a Task nmay inplenent a
Reporting Protocol and comrunicate results over Report Channels.
Suppression is used to tenporarily stop the execution of new Tasks as
specified by the Instruction Schedules (and optionally to stop
ongoi ng Tasks).

A Task Configuration is used to configure the nmandatory and opti onal
paraneters of a Task. It also serves to instruct the MA about the
Task including the ability to resolve the Task to an executabl e and
speci fying the schema for the Task paraneters.

A Report Channel defines how to communicate with a single renote
system specified by a URL. A Report Channel is used to send results
to single Collector but is no different in terns of the Information
Model to the Control Channel used to transfer information between the
MA and the Controller. Several Report Channels can be defined to
enable results to be split or duplicated across different
destinations. A single Channel can be used by nultiple (reporting)
Task Configurations to transfer data to the same Collector. A single
Reporting Task Configuration can also be included in multiple
Schedules. E.g. a single Collector may receive data at three
different cycle rates, one Schedul e reporting hourly, another
reporting daily and a third specifying that results should be sent

i mredi ately for on-demand neasurenent tasks. Alternatively multiple
Report Channel s can be used to send Measurenment Task results to
different Collectors. The details of the Channel elenent is
described later as it is conmon to several objects.

Instruction Schedul es specify which Tasks to execute according to a
given Timng (that can execute a single or repeated series of Tasks).
The Schedul e al so specifies how to |link Tasks output data to other
schedul ed Tasks - i.e. sending selected outputs to other Tasks.

Measur enment Suppression information is used to over-ride the
Instruction Schedule and tenporarily stop neasurenents or other Tasks
fromrunning on the MA for a defined or indefinite period. Wile
conceptual | y measurenments can be stopped by sinply renoving themfrom
t he Measurenent Schedule, splitting out separate information on
Measur ement Suppression allows this information to be updated on the
MA on a different timng cycle or protocol inplenentation to the
Measurenent Schedule. It is also considered that it will be easier
for a human operator to inplenment a tenporary explicit suppression
rat her than having to nove to a reduced Schedul e and then roll-back
at a later tine.
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The explicit Suppression instruction nmessage is able to sinply
enabl e/ di sable all Instruction Tasks (that are enabled for default
suppression) as well as having fine control on which Tasks are
suppressed. Suppression of both specified Task Configurations and
Measur enment Schedul es is supported. Support for disabling specific
Task Configurations allows mal functioning or m s-configured Tasks or
Task Configurations that have an inpact on a particular part of the
network infrastructure (e.g., a particular Measurenent Peer) to be
targeted. Support for disabling specific Schedules allows for
particul arly heavy cycles or sets of |ess essential Measurenent Tasks
to be suppressed quickly and effectively. Note that Suppression has
no effect on either Controller Tasks or Controller Schedul es.

When no tasks or schedules are explicitly listed, all Instruction
tasks will be suppressed (or not) as indicated by the suppress-by-
default flag in the Task Configuration. |[|f tasks or schedul es are
listed explicitly then only these |isted tasks or schedules wll be
suppressed regardl ess of the suppress-by-default flag. If both

i ndi vi dual tasks and individual schedules are listed then only the
listed schedules, plus the |isted tasks where present in other

schedul es, will be suppressed regardl ess of the suppress-by-default
flag.
Suppression stops new Tasks from executing. |In addition, the

Suppression information al so supports an additional Boolean that is
used to sel ect whether on-going tasks are also to be term nated.

Unsuppression is achieved through either overwiting the Measurenent
Suppression information (e.g. changing 'enabled to False) or through
the use of an End tinme such that the Measurenment Suppression will no
| onger be in effect beyond this tinme. The datetine format used for
all elenments in the information nodel (e.g. the suppression start and
end dates) MJST conformto RFC 3339 [ RFC3339].

The goal when defining these four different elenents is to all ow each
part of the information nodel to change wi thout affecting the other
three el ements. For exanple it is envisaged that the Report Channels
and the set of Task Configurations will be relatively static. The
Instruction Schedule, on the other hand, is likely to be nore
dynam c, as the neasurenent panel and test frequency are changed for
vari ous business goals. Another exanple is that neasurenents can be
suppressed with a Suppression conmand w t hout renoving the existing
Instruction Schedul es that would continue to apply after the
Suppression expires or is renoved. In terns of the Controller-MA
comuni cation this can reduce the data overhead. It al so encourages
the re-use of the same standard Task Confi gurations and Reporti ng
Channel s to hel p ensure consistency and reduce errors.
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Definition of the infornmati on nodel el enents:

/1l Instruction to the MA to configure Tasks, Channels,
/| Schedul es and Suppressi on

obj ect {
ma- t ask- obj ma-i nstruction-tasks<O0..*>;
ma- channel - obj ma- r eport - channel s<0. . *>;
ma- schedul e- obj ma-i nstruction-schedul es<0. . *>;

Ma- suppr essi on-obj  na- suppr essi on;
} ma-instruction-obj;

/'l Suppression object to tenporarily override new task execution
/1l in Instructions and optionally stop currently running tasks

obj ect {
bool ean ma- suppr essi on- enabl ed;
[ bool ean Ma- suppr essi on- st op- ongoi ng-t asks; ]
/'l default: false
[datetine ma- suppression-start;] // default: imrediate
[datetine ma- suppr essi on- end; | /1l default: indefinite
[string ma- suppr essi on-t ask- nanmes<0. . *>; ]

/'l default: all tasks if
/'l ma-suppression-task-nanmes is enpty
[string ma- suppr essi on- schedul e- nanes<0. . *>; |
/1 default: all schedules if
/'l ma- suppressi on-schedul e-nanmes i s enpty
} ma- suppressi on-obj ;

3.4. Logging Informtion

The MA may report on the success or failure of Configuration or

I nstruction comrmuni cations fromthe Controller. In addition further
operational |ogs may be produced during the operation of the MA and
updates to capabilities may al so be reported. Reporting this
information is achieved in exactly the sanme manner as schedul i ng any
ot her Task. W make no distinction between a Measurenent Task
conducting an active or passive network neasurenent and one which
solely retrieves static or dynamc information fromthe MA such as
capabilities or logging information. One or nore |ogging tasks can
be programmed or configured to capture subsets of the Logging
Information. These |ogging tasks are then executed by Schedul es

whi ch al so specify that the resultant data is to be transferred over
the Controller Channels.

The type of Logging Information will fall into three different
cat egori es:
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1. Success/failure/warning nmessages in response to information
updates fromthe Controller. Failure nessages could be produced
due to sonme inability to receive or parse the Controller
conmuni cation, or if the MAis not able to act as instructed.

For exanpl e:

*  "Measurenment Schedul es updated OK"

* "Unable to parse JSON'

* "M ssing mandatory el enent: Measurenent Tim ng"

* "'Start’ does not conformto schema - expected datetine"
* "Date specified is in the past”

*  "’"Hour’ nust be in the range 1..24"

*  "Schedule A refers to non-existent Measurement Task
Configuration”

*  "Measurenment Task Configuration X registry entry Y not found”

*  "Updat ed Measurenent Task Configurations do not include M used
by Measurenment Schedul e N’

2. Qperational updates fromthe MA. For exanple:

*  "Qut of nenory: cannot record result”

* "Collector ’'collector.exanple.com not responding”

*  "Unexpected restart”

*  "Suppression tineout"

* "Failed to execute Measurenent Task Configuration H'
3. Status updates fromthe MA. For exanpl e:

* "Device interface added: eth3 "

*  "Supported nmeasurenents updated"

*  "New | P address on et hO: XXX.XXX.XXX. XXX
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This I nformati on Model document does not detail the precise format of
| ogging information since it is to a |arge extent protocol and MA
specific. However, some common information can be identified.

MA Loggi ng i nformation nodel el enents:

/'l Loggi ng obj ect

obj ect {
uui d ma- | og- agent -i d;
datetine ma- | og- event -ti ne;
code ma- | og- code;
string ma- | og- descri pti on;

} ma-1og-obj;
3.5. Capability and Status |Information

The MA will hold Capability Information that can be retrieved by a
Controller. Capabilities include the device interface details
avai | abl e to Measurenent Tasks as well as the set of Measurenent
Tasks/ Rol es (specified by a registry entry) that are actually
installed or available on the MA. Status information includes the
times that operations were |ast perforned such as contacting the
Controller or producing Reports.

MA Status information nodel el enents:

/1 Main MA Status information object

obj ect {
uui d ma- agent -i d;
urn ma- devi ce-i d;
string ma- har dwar e;
string ma-firmvar e;
string ma- ver si on;

ma- i nt er f ace- obj

ma-i nt erfaces<0. .*>;

Bur bri dge, et al.

ma-t ask- capabi l i ty-obj ma-supported-tasks<O0..*>;
datetine ma- | ast-start ed;
[ ma- condi t i on- obj ma- condi ti ons<0..*>; ]
[ ma-t ask- st at us- obj ma-t ask- st at us<0. . *>; ]
} ma-status-obj;
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/'l Per-Task status information and conditions
obj ect {
string ma- t ask- name;
string ma-t ask-rol e;
uri ma-t ask-registry;
datetine ma-t ask-1ast-invocati on;
dateti ne ma-t ask-| ast - successful ;
string ma-t ask- | ast - successf ul - mnessage;
dateti ne ma-t ask-1ast-fail ed;
string ma-t ask-1 ast-fail ed- nessage;
[ ma- condi ti on- obj ma-t ask- condi ti ons<0. . *>];
} ma-task-status- obj
/1 Additional status conditions
obj ect {
i nt ma- condi ti on- code;
string ma- condi ti on-text;
} ma-condition-obj
/'l Interface informtion
obj ect {
string ma- i nt er f ace- nane;
string ma-i nterface-type;
[int ma-i nterface-speed;] // bps
[string ma- | i nk-1ayer - address; |
[i p- address ma-i nterface-ip-addresses<0..*>];
[i p- address ma- i nt er f ace- gat enays<0. . *>; ]
[ p-address ma-i nterface-dns-servers<0..*>;]
} ma-interface-obj;
/'l Supported tasks/rol es
obj ect {
string ma- t ask- namne;
string ma-t ask-rol e;
uri ma-t ask-registry;
} ma-task-capability-obj;
6. Reporting Information
At a point in time specified by a Schedule, the MA will execute a

task or tasks that communi cate a set of neasurement results to the
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Col l ector. These Reporting Tasks will be configured to transmt task
results over a specified Report Channel to a Collector.

It should be noted that the output from Tasks does not need to be
sent to communi cation Channels. It can alternatively, or
additionally, be sent to other Tasks on the MA. This facilitates
using a first Measurenent Task to control the operation of a later
Measurenment Task (such as first probing available Iine speed and then
adjusting the operation of a video testing neasurenent) and also to
all ow | ocal processing of data to output alarns (e.g. when
performance drops fromearlier levels). O course, subsequent Tasks
al so include Tasks that inplenent the reporting protocol (s) and
transfer data to one or nore Collector(s).

The Report generated by a Reporting Task is structured hierarchically
to avoid repetition of report header and Measurenent Task
Configuration information. The report starts with the tinestanp of
the report generation on the MA and details about the MA including

t he optional Measurenent Agent ID and Goup ID (controlled by the
Configuration Information).

Much of the report Information is optional and will depend on the

i npl ementation of the Reporting Task and any paraneters defined in
the Task Configuration for the Reporting Task. For exanple sone
Reporting Tasks may choose not to include the Measurenent Task
Configuration or schedul ed task paraneters, while others may do so
dependent on the Controller setting a configurable parameter in the
Task Confi guration.

It is possible for a Reporting Task to send just the Report header
(datetinme and optional agent ID and/or Goup ID) if no neasurenent
data is available. Whether to send such enpty reports again is
dependent on the inplenmentation of the Reporting Task and potenti al
Task Configuration paraneter

The handl i ng of nmeasurenent data on the MA before generating a Report
and transfer fromthe MA to the Collector is dependent on the

i mpl ementati on of the device, MA and/or schedul ed Tasks and not
defined by the LMAP standards. Such decisions nmay include limts to
t he neasurenment data storage and what to do when such avail abl e

st orage becones depl et ed.

No context information, such as |line speed or broadband product are
included within the report header information as this data is
reported by individual tasks at the tine they execute. Either a
Measur enment Task can report contextual paranmeters that are rel evant
to that particular nmeasurenent, or specific tasks can be used to
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gather a set of contextual and environnental data. at certain tines
i ndependent of the reporting schedul e.

After the report header information the results are reported grouped
according to different Measurenent Task Configurations. Each Task
section optionally starts with replicating the Measurenent Task
Configuration information before the result headers (titles for data
colums) and the result data rows. The Options reported are those
used for the schedul ed execution of the Measurenment Task and
therefore include the Options specified in the Task Configuration as
wel | as additional Options specified in the Schedul ed Task. The
Schedul ed Task Options are appended to the Task Configuration Options
in exactly the same order as they were provided to the Task during
execution.

The result row data includes a tinme for the start of the neasurenent
and optionally an end tine where the duration al so needs to be
considered in the data anal ysis.

Some Measurenent Tasks may optionally include an indication of the
cross-traffic although the neaning a definition of cross-traffic is
| eft up to each individual Measurenent Task. Some Measurenent Tasks
may al so out put other environnmental neasures in addition to cross-
traffic such as CPU utlilisation or interface speed.

Where the Configuration and Instruction information represent
information transmtted via the Control Protocol, the Report
represents the infornmation that is transnmtted via the Report
Protocol. It is constructed at the tinme of sending a report and
represents the inherent structure of the information that is sent to
t he Col | ector.

| nformati on nodel el ements:

/1 Main Report object with report header information

obj ect {
datetine ma- r eport - dat e;
[uuid ma-report-agent-id;]
[string ma-report-group-id;]
*

[ ma-report-task-obj nma-report-tasks<0.
} ma-report-obj;

>];
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/'l Report task header information

obj ect {
string ma-r eport -t ask- namne;
[uri ma-report-task-registry-entry; |
[ nanme- val ue-pair ma- r eport - schedul ed-t ask-options<0..*>];
[string ma-report-task-cycle-id;]
string ma-report-task-col um-|I abel s<0. . *>;
ma-resul t - r ow obj ma-report-task-rows<0. . *>;

} ma-report-task-obj;

/'l Report tasks result rows

obj ect {
datetinme ma-report-result-start-time;
[datetine ma-report-result-end-tinme; ]
string ma-report-result-conflicting-tasks<O0..*>;
dat a ma-report-result-val ues<0. . *>;

} ma-result-row obj;
3.7. Common bjects
3.7.1. Schedul es

A Schedul e specifies the execution of a single or repeated series of
Tasks. Each Schedul e contains basically two elenents: a list of
Tasks to be executed and a timng object for the Schedule. The
Schedul e states what Tasks to run (with what configuration) and when
to run the Tasks.

Multiple Tasks in the list of a single Measurenent Schedule will be
executed in order with mninmal gaps. Tasks in different Schedul es
execute in parallel with such conflicts being reported in the
Reporting Information. |If two or nore Schedul es have the sane start
time, then the two will execute in parallel. There is no nmechanism
to prioritise one schedul e over another or to nmutex schedul ed tasks.

As well as specifying which Tasks to execute, the Schedul e al so
specifies howto link the data outputs from each schedul ed task to
ot her schedul ed tasks. Specifying this within the Schedul e all ows
the highest level of flexibility since it is even possible to send
the output fromdifferent executions of the sanme Task Configuration
to different destinations. Since a single Task may have nultiple
out puts, the Schedul e can i ndependently specify which outputs go to
whi ch destinations. For exanple, a Measurenent Task m ght report
routine results to a data Reporting Task that communi cates hourly via
t he Broadband PPP interface, but also outputs energency conditions
via an al arm Reporting Task conmuni cating i nmmedi ately over a GPRS
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channel. Note that task-to-task data transfer is always specified in
association with the schedul ed execution of the sending task - there
is no need for a correspondi ng i nput specification for the receiving
task. Wiile it is likely that an MA inplenmentation will use a queue
mechani sm bet ween the schedul ed tasks, this Information Mdel does
not mandate or define a queue, or any potential associated paraneters
such as storage size and retention policies.

When specifying the task to execute within the Schedule, it is
possible to add to the task configuration option paraneters. This
allows the Task Configuration to determ ne the conmon characteristics
of a Task, while selected paraneters (e.g. the test target URL) are
defined within the schedule. A single Tasks Configuration can even
be used multiple times in the same schedule with different additional
paranmeters. This allows for efficiency in creating and transferring
the Instruction. Note that the semantics of what happens if an
option is defined nultiple tines (either in the Task Configuration,
Schedul e or in both) is not standardi sed and will depend upon the
Task. For exanple, sone tasks may legitimtely take nmultiple val ues
for a single paraneter

Wiere Options are specified in both the Schedul e and the Task
Configuration, the Schedule Options are appended to those specified
in the Task Confi guration.

Exanpl e: A Schedul e references a single Measurenent Task
Configuration for the UDP latency. It specifies that results are
to be sent to a schedul ed Reporting Task. This Reporting Task is
executed by a separate Schedul e that specifies that it should run
hourly at 5 m nutes past the hour. Wen run this Reporting Task
t akes the data generated by the UDP | atency Task as well as any
other data to be included in the hourly report and transfers it to
the Coll ector over the Report Channel specified within its own
Schedul e.

/1 main Schedule object with Timng and |ist of Schedul ed Tasks

obj ect {
string ma- schedul e- nane;
ma- sched- t ask- obj ma- schedul e-t asks<0. . *>;
ma-ti m ng- obj ma- schedul e-ti m ng;

} ma-schedul e-obj ;

Bur bri dge, et al. Expi res Septenber 6, 2015 [ Page 20]



| nt er net - Draf t LMAP | nfornmati on Model March 2015

Il
Il

Schedul ed Task object with reference (by nane string) to Task
Configuration and mappi ngs of data outputs to destination tasks

obj ect {

}

/11
/11
Il

string ma- schedul e-t ask- naneg;

[ nane- val ue-pair ma- schedul e-t ask-opti ons<0..*>];

[ ma- sched- downst ream t asks- obj ma-schedul e-desti nati on-tasks<0..*>;]
ma- sched- t ask- obj ;

Speci fication of destination schedul ed tasks using reference
to schedul e and task configuration nanmes. Mppi ng of
i nt eger denoted data outputs to destination schedul ed task

obj ect {

}

3.

[string ma- schedul e-t ask- desti nati on- schedul e- nane];

[string ma- schedul e-t ask- desti nati on-task-confi guration-nane];
[int ma- schedul e-t ask-out put-sel ection<0..*>;] [/ default: al
ma- sched- desti nati on-tasks-obj;

Exanpl e: A neasurenent task has two defined inter-task outputs, one
for routine neasurenent results and one for errors during the task
execution. These are defined as available outputs by the task and
are denoted by the integers 1 & 2. In this exanple, both outputs
are sent to the sanme reporting task called "Hourly reporting Task"
that is executed fromthe "Hourly Schedul e" schedule. This is
done by creating a ma-sched-destination-tasks-obj wi th the output
selection as [1,2] and the destination task configuration nane as
["Hourly Reporting Task"] and the destination schedul e nane as
"Hourly Schedul e".

Measur enent Task
Qutput 1 ----- +----> "Hourly Schedul e":"Hourly Reporting Task"
Qutput 2 ----/

7.2. Channel s

A Channel defines a bi-directional conmunication channel between the
MA and a Controller or Collector. Miltiple Channels can be defined
to enable results to be split or duplicated across different

Col | ectors.

Each Channel contains the details of the renmpote endpoint (including

| ocation and security credential information such as the
certificate). The timng of when to comuni cate over a Channel is
speci fied by the Schedul e which executes the correspondi ng Control or
Reporting Task. The certificate can be the digital certificate
associated to the FQDN in the URL or it can be the certificate of the

Bur bri dge, et al. Expi res Septenber 6, 2015 [ Page 21]



| nt er net - Draf t LMAP | nfornmati on Model March 2015

Certification Authority that was used to issue the certificate for
the FQDN (Fully Qualified Domain Nane) of the target URL (which will
be retrieved later on using a comruni cati on protocol such as TLS).

In order to establish a secure channel, the MA will use it’s own
security credentials (in the Configuration Information) and the given
credentials for the individual Channel end-point.

As with the Task Configurations, each Channel is also given a text
name by which it can be referenced as a Task Option.

Al t hough the sane in terns of information, Channels used for

communi cation with the Controller are referred to as Control Channels
whereas Channels to Collectors are referred to as Report Channel s.
Hence Control Channels will be referenced from Control Tasks executed
by a Control Schedul e, whereas Report Channels will be referenced
fromw thin Reporting Tasks executed by an Instruction Schedul e.

Mul tiple interfaces are al so supported. For exanple the Reporting
Task coul d be configured to send sone results over GPRS. This is
especi ally useful when such results indicate the | oss of connectivity
on a different network interface.

Exanple: A Channel using for reporting results may specify that
results are to be sent to the URL (https://collector.foo.org/
report/), using the appropriate digital certificate to establish a
secure channel .

/1 Channel object with name string allow ng reference.

/1 Contains channel endpoint target URL and security credentials
/1 to establish secure channel. Optionally allows interface

/'l specification (by interface nane string reference)

obj ect {
string ma- channel - nane;
url ma- channel -t ar get ;
credentials ma- channel - credenti al s;
[string ma- channel -i nt erf ace- nane; |

} ma- channel - obj ;
3.7.3. Task Configurations

Conceptual | y each Task Configuration defines the paraneters of a Task
that the Measurenment Agent (MA) nmay performat some point in tine.

It does not by itself actually instruct the MA to performthem at any
particular time (this is done by a Schedule). Tasks can be
Measurenment Tasks (i.e. those Tasks actually perform ng sonme type of
passi ve or active neasurenent) or any other schedul ed activity
performed by the MA such as transferring information to or fromthe
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Controller and Collectors. Oher exanples of Tasks may include data
mani pul ati on or processi ng Tasks conducted on the MNA

A Measurenment Task Configuration is the same in information terns to
any other Task Configuration. Both neasurenent and non-neasurenent
Tasks have a registry entry to enable the MA to uniquely identify the
Task it should execute and retrieve the schema for any paraneters
that may be passed to the Task. This registry entry is specified as
a URI and can therefore be used to identify the Task within a
nanmespace or point to a web or local file location for the Task
information. As nentioned previously this entry nay be used to
identify the Measurenent Task in a public nanmespace
[I-D.ietf-ippmnetric-registry]

Exanpl e: A Measurenent Task Configuration may configure a single
Measurenent Task for nmeasuring UDP | atency. The Measurenent Task
Configuration could define the destination port and address for
t he neasurenent as well as the duration, internal packet tim ng
strategy and other paraneters (for exanple a stream for one hour
and sendi ng one packet every 500 nms). It may al so define the
out put type and possi ble paraneters (for exanple the output type
can be the 95th percentile nean) where the neasurenent task
accepts such paraneters. |t does not define when the task starts
(this is defined by the Schedule elenent), so it does not by
itself instruct the MA to actually performthis Measurenent Task.

The Task Configuration will include a | ocal short nane for reference
by a Schedule. Task Configurations will also contain a registry
entry as described above. |In addition the Task can be configured

t hrough a set of configuration Options. The nature and nunber of
these Options will depend upon the Task. These options are expressed
as nane-val ue pairs although the 'value’ may be a structured object
instead of a sinple string or nuneric value. The inplenentation of

t hese nane-value pairs will vary between data nodel s such as JSON
XML or TR-069.

A Option that nust be present for Reporting Tasks is the Channel
reference specifying howto communicate with a Collector. This is

included in the task options and will have a value that matches a
channel nane that has been defined in the Instruction. Simlarly
Control Tasks will have a simlar option with the value set to a

specified Control Channel.

A reporting task m ght also have a flag paraneter to indicate whether
to report if there is no nmeasurenent result data pending to be
transferred to the Collector. |In addition nmany tasks will al so take
as a paraneter which interface to operate over
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The Task Configuration also contains a suppress-by-default flag that
speci fies the behaviour of a default suppress instruction (that does
not list explicit tasks or schedules). |If this flag is set to FALSE
then the Task will not be suppressed. It should be noted that
Control |l er Tasks are not subject to the suppression instruction and
therefore this flag wll be ignored in such cases.

In addition the Task Configuration nay optionally al so be given a
Measurenment Cycle ID. The purpose of this IDis to easily identify a
set of neasurenent results that have been produced by Measurenment
Tasks with conparable Options. This ID could be manually increnented
or ot herw se changed when an Option change is inplenmented which could
mean that two sets of results should not be directly conpared.

/'l Task Configuration object with string name to allow reference
/1 from Schedule. Contains URI to link to registry or |ocal

/'l specification of the Task. Options allow the configuration

/| of Task paraneters (in the form of name-val ue pairs)

obj ect {
string ma- t ask- namne;
uri ma-task-registry-entry;
[ ma-t ask-option ma-t ask- opti ons<0. . *>];
[ bool ean ma-t ask- suppress-by-default;] // default: TRUE
[string ma-t ask-cycl e-id;]

} ma-task-obj;

Wil e many of the Task Configuration Options are left to individual
tasks to define, some commobn Qptions are used by nmultiple tasks and
benefit from standardi sation. These Options are Channel and Rol e.

Channel is used to specify the details of an endpoint for Control or
Reporting Task conmuni cations and is detailed el sewhere in this
docunent .

Role is used to specify which Role the task should be performng (as
defined in the registry) if nmultiple roles are avail abl e.
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/'l General Task Option

obj ect {
string nma- opt i on- name;
obj ect ma- opt i on-val ue;

} ma-task-option

/1 Channel Option

oobj ect {
string ma- opt i on- nane; /'l set to "channel"
string ma- opt i on- val ue; /'l set to ma-channel - nanme reference

} ma-task-option

/1 Role Option

obj ect {
string ma- opt i on- namne; /'l set to "role"
string ma- opt i on-val ue; /'l set to registry role reference

} ma-task-option

3.7.4.

Timng | nformation

The Tim ng informati on object used throughout the information nodels
can take one of five different forns:

1

Periodic. Specifies a start, end and interval tinme in
mlliseconds

Cal endar: Specifies a cal endar based pattern - e.g. 22 mnutes
past each hour of the day on weekdays

One Of: A single instance occurring at a specific tine
| medi at e: Shoul d occur as soon as possible

Startup: Should occur whenever the MA is started (e.g. at device
startup)

Optionally each of the options may al so specify a randomess t hat
shoul d be eval uated and applied separately to each indicated event.
Thi s randommess paraneter defines a uniforminterval in mlliseconds
over which the start of the task is delayed fromthe starting tines
specified by the timng object.
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Both the Periodic and Cal endar timng objects allow for a series of
tasks to be executed. Wiile both have an optional end tine, it is
best practice to always configure an end tinme and refresh the
information periodically to ensure that | ost MAs do not continue
their tasks forever.

Starup timng is only executed on device startup - not when a new
Instruction is transferred to the MA. |f schedul ed task execution is
desired both on the transfer of the Instruction and on device restart
then both the Imrediate and Startup timng needs to be used in

conj uncti on.

The datetime format used for all elenents in the informati on nodel
MUST conformto RFC 3339 [ RFC3339].

/1 Main Timng object with name string to allow reference by Schedul e
/'l Must be specialised by one of the Timng options.

/'l 1 ncludes optional uniformrandomspread in ns fromstart tine

/'l given by Timng specialisation

obj ect {
[string ma-ti m ng- namne; |
uni on {
ma- peri odi c-obj ma-tim ng-peri odic;
ma- cal endar-obj ma-ti m ng-cal endar;
ma- one- of f - obj ma-ti m ng-one-of f;
ma- i medi at e-obj ma-ti m ng-i medi at e;
ma- st art up- obj ma-ti m ng-startup;
}
[1nt ma-ti m ng-random spread;] // mlliseconds

} ma-timng-obj;
3.7.4.1. Periodic Timng
I nformati on nodel el ements:

/1 Timng specialisation to run a series of Tasks repeated at
/1l set intervals

obj ect {
[datetine ma- periodic start; | [ default: imrediate
[datetine ma- peri odi c- end; ] /1l default: indefinite
i nt ma-periodic-interval; // mlliseconds

} ma-periodi c-obj;
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3.7.4.2. Calendar Timng

Cal endar Tim ng supports the routine execution of Measurenent Tasks
at specific tinmes and/or on specific dates. It can support nore
flexible timng than Periodic Timng since the Measurenent Task
execution does not have to be uniformy spaced. For exanple a

Cal endar Timng could support the execution of a Measurenent Task
every hour between 6pm and m dni ght on weekdays only.

Cal endar Timng is also required to perform nmeasurenents at

nmeani ngful instances in relation to network usage (e.g., at peak
times). |If the optional tinmezone offset is not supplied then |ocal
systemtinme is assuned. This is essential in sone use cases to
ensure consi stent peak-tine nmeasurements as well as supporting MA
devices that may be in an unknown tinezone or roam between different
ti mezones (but know their own tinezone information such as through

t he nobil e network).

Days of week are define using three character strings "Mn", "Tue",
"Wed", "Thu", "Fri", "Sat", "Sun".

If a day of the nonth is specified that does not exist in the nonth
(e.g. 29 in Feburary) then those val ues are ignored.

The cal endar elenments within the Calendar Timng do not have defaults
in order to avoid accidental high-frequency execution of Tasks. |If
all possible values for an elenment are desired then the wildcard * is
used.

I nformati on nodel el ements:

/1 Timng specialisation to run repeated Tasks at specific
/1 times and/or days

obj ect {

[datetine ma- cal endar-start;] // default: inmediate
[datetine ma- cal endar - end; ] /1l default: indefinite
[1nt ma- cal endar - nont hs<0. . *>; ] /[l values: 1-12,*
[ days ma- cal endar - days- of - week<0. . *>; ]

/1 values: "Mn", "Tue", "Wed", "Thu", "Fri", "Sat", "Sun",*
[int ma- cal endar - days- of - nont h<0..*>;] // values 1-31,*
[int ma- cal endar - hour s<0. . *>; ] /1 values: 0-23,*
[int ma- cal endar - m nutes<0..*>;] // values: 0-59,*
[int ma- cal endar - seconds<0..*>;] // values: 0-59,*
[1nt ma- cal endar -ti nezone-of f set ;|

/1l default: systemtinezone of fset
} ma-cal endar-obj ;
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3.7.4.3. One-Of Timng
I nf ormati on nodel el enents:
[l Timng specialisation to run once at a specified tine/date
obj ect {
dateti ne ma- one- of f -t i e;
} ma-one-off-obj;

3.7.4.4. Imediate Timng

The imedi ate timng object has no further information el enents.
nmeasurenent or report is sinply to be done as soon as possi bl e.

/1 Timng specialisation to run i mredi ately
obj ect {
/'l enpty
} ma-i mredi at e- obj ;
3.7.4.5. Startup Timng

The inmedi ate timng object has no further information el enents.
measurenent or report is sinply done at MA initiation.

/1 Timng specialisation to run at MA startup
obj ect {
[l enpty
} ma-startup-obj;
4. |1 ANA Consi derations

Thi s docunent nakes no request of | ANA

The

The

Note to RFC Editor: this section may be renoved on publication as an

RFC.
5. Security Considerations

This Informati on Mbdel deals with informati on about the control

and

reporting of the Measurenment Agent. There are broadly two security

consi derations for such an Information Mddel. Firstly the
Informati on Model has to be sufficient to establish secure
communi cati on channels to the Controller and Coll ector such that

ot her information can be sent and received securely. Additionally,

any mechani sns that the Network Operator or other device
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adm ni strator enploys to pre-configure the MA nust al so be secure to
protect unauthorized parties from nodifying pre-configuration
informati on. These nechanisns are inportant to ensure that the MA
cannot be hijacked, for exanple to participate in a DDoS attack.

The second consideration is that no mandated information itens shoul d
pose a risk to confidentiality or privacy given such secure

conmuni cation channels. For this latter reason itens such as the MA
context and MA ID are left optional and can be excluded from sone
depl oyments. This would, for exanple, allow the MA to remain
anonynous and for information about |ocation or other context that

m ght be used to identify or track the MA to be omtted or blurred.

The I nformati on Model shoul d support wherever relevant, all the
security and privacy requirenents associated with the LMAP Framewor K.
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Appendi x A.  JSON Data Model Exanpl e

In order to give an exanple of data in the Information Mddel we need

to select a data nodel |anguage. In the foll ow ng exanple we have

expressed the Data Model using JSON as this will be of direct

interest to sone Control and Report Protocols. A YANG data node

i mpl enentation of the Information Model is provided in a separate

draft [I-D. schoenw | map-yang].

The exanpl e is broken down into a nunber of different steps that
m ght adhere to the steps within a Control and Report Protocol:

1. Pre-configuration.

2. Configuration

3. Capabilities

4. Instruction

5. Report

6. Suppression

Wiile the pre-configuration is not delivered as part of the Control

Protocol, the sane JSON data nodel is used for consistency and to aid
t he reader.
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/I Pre-configuration

{
"ma-config": {
"ma-agent-id': "550e8400-e29b-41d4-a716-446655440000",
"ma-control -tasks": [
{
"ma-task-nanme”: "Controller configuration”
"ma-task-registry-entry":
"urn:ietf:lmap:control:http_controller_configuration”
"ma-task-options": [{"nane": "channel"
"val ue": "Controller channel"}]
}
1,
"“ma-control -channel s": |
{
"“ma- channel - nane": "Controller channel™
"ma-channel -target": "http://ww. exanpl e.com | map/controller",
"ma- channel -credientials": { }
}
1,
“ma-control -schedul es": |
{
"ma- schedul e-nane": "pre-configured schedul e",
"ma- schedul e-tasks": {
"ma- schedul e-task-name": "Controller configuration”
¥
"ma- schedul e-timng": {
"ma-timng-nane": "startup plus up to one hour",
"ma-timng-startup": {
}
"“ma-timng-random spread”: "3600000"
}
}
1,
"ma-credentials": { }
}
}

G ven the pre-configuration information the MA is able to contact the
Controller and receive an updat ed/ expanded Configuration. 1In this
exanpl e additional Control Protocol tasks to post Status and
Capabilities to the Controller and fetch the Instruction are added as
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wel | as noving the schedule timng for contacting the Controller to
hourly.

/| Configuration
{

"ma-config": {
"ma-agent-id": "550e8400-e29b-41d4-a716-446655440000",
"ma-control -tasks": [

"ma-task-nane": "Controller configuration”
"ma-task-registry-entry":
"urn:ietf:lmp:control:http_controller_configuration”

"ma-task-options": [{"nanme": "channel"
"val ue": "Controller channel"}]
s
{
"ma-task-nane": "Controller status and capabilities”,
"ma-task-registry-entry":
"urn:ietf:lmap:control:http_control _status_and capabilities",
"ma-task-options": [{"nanme": "channel"
“val ue": "Controller channel"}]
1
{
"ma-task-nane": "Controller instruction"
"ma-task-registry-entry":
"urn:ietf:lmap:control:http_controller_instruction”
"ma-task-options": [{"name": "channel"
"value": "Controller channel"}]
}
1,
"“ma-control -channel s": |
{
“ma- channel -name": "Controller channel”
"ma- channel -target"”: "http://ww. exanpl e. coni| map/controller",
"ma- channel -crediential s": { }
}
1,
“ma-control -schedul es”: |
{

"ma- schedul e-nanme": "Controll er schedul e",
"ma- schedul e-tasks": |

"ma- schedul e-task-nane": "Controller configuration”

3
{

"ma- schedul e-t ask- nane":
"Controller status and capabilities",
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]

}

}
]

}s
{ . .
"ma- schedul e-task-nane": "Controller instruction”
}
: -schedul e-timng": {
"ma-timng-nane": "hourly randomy"
"ma-timng-cal endar": {
"ma- cal endar-m nutes": ["00"],
"ma- cal endar - seconds": ["00"]
b
"ma-timng-random spread”: "3600000"

: -credentials": { }

The above configuration now contacts the Controller randomly wthin
each hour. The following is an exanple of the Status and

Capabi
Cont r ol

ities information that is transferred fromthe MA to the
| er.

/1l Status and Capabilities

{

"ma- st atus-and-capabilities": {

" -
" R
ey
ey
" a-
" R

{

)
I,

Bur bri dge,

' mB-

agent-id": "550e8400-e29b-41d4-a716-446655440000",
devi ce-id": "urn:dev:mac: 0024bef ff e804ff 1",

har dware": "nfr-hone-gateway-v10",
firmvare": "25637748-rev2a",
version": "ispa-vl.01",
interfaces": [

“"ma-i nterface-nanme": "broadband",
"ma-interface-type": "PPPoE"

| ast-task": "",

| ast-report™: "",

| ast-instruction": "",

| ast-configuration": "2014-06-08T22:47: 31+00: 00",
supported-tasks": |
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"ma-task-nanme": "Controller configuration”
"ma-task-registry":
"urn:ietf:lmap:control:http_controller_configuration”

|
{
"ma-task-nane": "Controller status and capabilities”,
"ma-task-registry":
"urn:ietf:lmap:control:http_control _status_and _capabilities"”
b
{
"ma-task-nane": "Controller instruction”
"ma-task-registry":
"urn:ietf:lmap:control:http_controller_instruction”
s
{
"ma-task-nanme": "Report",
"ma-task-registry": "urn:ietf:lmap:report:http_report”
1
{
"ma-task-nanme": "UDP Latency",
"ma-task-registry":
"urn:ietf:ippm measurenent: UDPLat ency- Poi sson- Xt hPer cMean”
}

After fetching the status and capabilties the Controller issues and
Instruction to the MA to performa single UDP | atency nmeasurenent
task 4 times a day and to report the results i medi ately.

/] lnstruction

{
"ma-instruction": {
"ma-instruction-tasks": |

"ma-task-nane": "UDP Latency",
"ma-task-registry-entry":

"urn:ietf:ippm nmeasurenent: UDPLat ency- Poi sson- Xt hPer cMean”,
"ma-task-options": |

{"name": "X', "value": "99"},
{"nanme":"rate", "value": "5"},
{"name":"duration", "value": "30.000"},
{"name":"interface", "value": "broadband"},
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{"nanme":"destination-ip",

"value": {"version":"ipv4", "ip-address":"192.168.2.54"}},
{"nanme":"destination-port", "value": "50000"},
{"nanme":"source-port"”, "value": "50000"}

1.
"ma-t ask- suppress-by-default": "TRUE"
|

{
"ma-task-nanme": "Report",
"ma-task-registry-entry": "urn:ietf:lmap:report:http report”,
"ma-task-options": [
{"name": "report-w th-no-data", "value": "FALSE"},
{"name": "channel", "value": "Collector A']}

],
"ma-t ask- suppress-by-defaul t": "FALSE"

ma-report-channel s": |

"ma- channel - nanme": "Col |l ector A"
"ma- channel -target”: "http://ww. exanpl e2. com’ | map/ col | ector™,
"“ma- channel -crediential s": { }

“ma-instruction-schedul es": [

"ma-schedul e-nanme": "4 tines daily test UDP | atency and report",
"ma- schedul e-tasks": |

"ma- schedul e-task-name": "UDP Latency",
"ma- schedul e-destination-tasks": [

"ma- schedul e-t ask- out put -sel ection": [1],

"ma- schedul e-t ask-desti nati on- schedul e- nane":
"4 tinmes daily test UDP | atency and report",

"ma- schedul e-t ask-desti nati on-task-configuration-nanes":
"Report"

"ma- schedul e-task-name": "Report",

}
1,

"ma-schedul e-timng": {
“ma-timng-nane": "once every 6 hours"
"ma-timng-cal endar": {
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"ma- cal endar - hours": ["00", "O06", "12", "18"],
"ma- cal endar-m nutes": ["00"],
"ma- cal endar - seconds": ["00"]

}

: -tim ng-random spread”: "21600000"

The report task in the Instruction is executed imediately after the
UDP test and transfers the following data to the Coll ector.
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/'l Report
{

"ma-report”: {
"ma-report-date”: "2014-06-09T02: 30: 45+00: 00",
"ma-report-agent-id": "550e8400-e29b-41d4-a716-446655440000",
"ma-report-tasks": |
{
"ma-report-task-name": "UDP Latency",
"ma-report-task-registry-entry":
“urn:ietf:ippm nmeasurenent: UDPLat ency- Poi sson- Xt hPer cMean”,
"ma-report-schedul ed-task-options": |
{"name": "X', "value": "99"},
{"name":"rate", "value": "5"},
{"name":"duration", "value": "30.000"},
{ 1
{
{
{

nane": "destination-ip",
"val ue": {"version":"ipv4", "ip-address":"192.168.2.54"}},
"nane":"destination-port”, "value": "50000"},

"nane":"interface", "value": "broadband"},
"nane":"source-port", "value": "50000"}

]

-report-task-col um-I abel s":
["start-tinme", "conflicting-tasks", "cross-traffic",
“mean”, "mn", "max"],
“ma-report-task-rows":
["2014-06-09T02: 30: 10+00: 0OO", "", "0",
"20.13", "18.3", "24.1"]

The Controller decides that there is a problemw th the UDP L: atency
test and issues a Suppression Instruction. Since the task is marked
as suppressible by default, sinply turning on suppression will stop
the task being executed in future.
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{
"ma-instruction": {
"ma- suppression”: {

}

"ma- suppr essi on- enabl ed":

}
}
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