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Abstract

Thi s docunent describes a Layer3 Virtual Private Network (L3VPN)-
based subnet extension solution referred to as Virtual Subnet, which
can be used for building Layer3 network virtualization overlays

wi thin and/or across data centers.

Status of This Meno

Xu,

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I1ETF). Note that other groups nay al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft wll expire on June 5, 2015.
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1

Xu,

I nt roducti on

For business continuity purpose, Virtual Machine (VM mgration
across data centers is conmonly used in those situations such as data
center mai ntenance, data center mgration, data center consolidation,
data center expansion, and data center disaster avoidance. It’s
generally admtted that I P renunbering of servers (i.e., VMs) after
the mgration is usually conplex and costly at the risk of extending
t he busi ness downtine during the process of mgration. To allowthe
m gration of a VMfromone data center to another w thout |IP
renunbering, the subnet on which the VMresides needs to be extended
across these data centers.

To achi eve subnet extension across nultiple Infrastructure-as-
a-Service (laaS) cloud data centers in a scal able way, the follow ng
requi renents and chal | enges nmust be consi dered:

a. VPN Instance Space Scalability: In a nodern cloud data center
envi ronnment, thousands or even tens of thousands of tenants could
be hosted over a shared network infrastructure. For security and
performance isol ati on purposes, these tenants need to be isol ated
from one anot her.

b. Forwarding Table Scalability: Wth the devel opnment of server
virtualization technologies, it’'s not uncomon for a single cloud
data center to contain mllions of VMs. This nunber already
inplies a big challenge on the forwarding table scalability of
data center switches. Provided nultiple data centers of such
scale were interconnected at |ayer2, this challenge woul d becone
even wWor se.

c. ARP/ND Cache Table Scal ability: [RFC6820] notes that the Address
Resol ution Protocol (ARP)/Neighbor D scovery (ND) cache tables
mai nt ai ned on default gateways within cloud data centers can
rai se scalability issues. Therefore, it’s very useful if the
ARP/ ND cache tabl e size could be prevented from grow ng by
mul tiples as the nunber of data centers to be connected
i ncreases.

d. ARP/ND and Unknown Uni cast Flooding: It’s well-known that the
fl oodi ng of ARP/ ND broadcast/nulticast and unknown uni cast
traffic within |large Layer2 networks woul d affect the performance
of networks and hosts. As nultiple data centers with each
containing mllions of VMs are interconnected at |ayer2, the
i mpact of flooding as nentioned above woul d becone even worse.
As such, it becomes increasingly inportant to avoid the flooding
of ARP/ ND broadcast/mul ti cast and unknown uni cast traffic across
data centers.
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e. Path Optim zation: A subnet usually indicates a |location in the
networ k. However, when a subnet has been extended across
mul ti pl e geographi cally di spersed data center |ocations, the
| ocati on semantics of such subnet is not retained any |onger. As
aresult, the traffic froma cloud user (i.e., a VPN user) which
is destined for a given server |ocated at one data center
| ocati on of such extended subnet may arrive at another data
center location firstly according to the subnet route, and then
be forwarded to the | ocation where the service is actually
| ocated. This suboptinmal routing would obviously result in an
unnecessary consunption of the bandw dth resource between data
centers. Furthernore, in the case where the traditional VPLS
technol ogy [ RFC4761] [RFCA762] is used for data center
i nterconnect and default gateways of different data center
| ocations are configured within the sane virtual router
redundancy group, the returning traffic fromthat server to the
cl oud user may be forwarded at |ayer2 to a default gateway
| ocated at one of the renpte data center prem ses, rather than
the one placed at the |local data center location. This
suboptimal routing would al so unnecessarily consune the bandw dth
resource between data centers

Thi s docunent describes a L3VPN based subnet extension solution
referred to as Virtual Subnet (VS), which can be used for data center
i nterconnection while addressing all of the requirenents and
chal | enges as nmentioned above. In addition, since VSis mainly built
on proven technol ogi es such as BGP/ MPLS | P VPN [ RFC4364] and ARP/ ND
proxy [ RFC0925] [ RFC1027] [ RFC4389], those service providers offering

| aaS public cloud services could rely upon their existing BG/ MPLS | P
VPN i nfrastructures and their correspondi ng experiences to realize
data center interconnection.

Al t hough Virtual Subnet is described in this docunment as an approach
for data center interconnection, it actually could be used within
data centers as well.

Note that the approach described in this docunent is not intended to
achi eve an exact enulation of L2 connectivity and therefore it can
only support a restricted L2 connectivity service nodel with
[imtations declared in Section 4. As for the discussion about in
whi ch environnment this service nodel should be suitable, it’s outside
the scope of this docunent.

1.1. Requirenents Language
The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
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2. Term nol ogy
This meno nakes use of the terns defined in [ RFC4364].
3. Solution Description

3. 1. Uni cast

3.1.1. Intra-subnet Unicast
e e e e e e e e +
Fommm e e i e e a e + | | Fommm e e i e e a e +
| VPN_A:1.1.1.1/24 | | | | VPN A:1.1.1.1/24
\ /

I R + \+!I----!I--+ +-!I----!I-+/ R + I

| | Host A+----+ PE-1 | | PE-2 +----+Host B]

| L R +\ ++- +- +- + +- +- +- ++ [ +------ + |

| 1.1.1.2/24 | | | | | | 21.1.1.3/24 |

I | | | | | | I

| DC West | | | [P/ MPLS Backbone | | | DC East |

o e e o - + | | I T +

[ + |
I I

VRF_A V VRF A: V
Fomm oo Fomm oo - + Fomm oo Fomm oo -
| Prefix | Nexthop | Protocol | | Prefix | Nexthop | Protocol
oo e i oo oo - oo oo - - - oo oo oo - + oo e i oo oo - B oo oo oo -
| 1.1.1.1/32 |127.0.0.1] Direct | | 1.1.1.1/32 |127.0.0.1] Direct
Fomm o Fomm o R + Fomm o Fomm o S
| 1.1.1.2/32 | 1.1.1.2 | Direct | | 1.1.1.2/32 | PE-1 | IBGP
Fomm oo Fomm oo - + Fomm oo Fomm oo -
| 1.1.1.3/32 | PE-2 | [IBGP | | 1.1.1.3/32 | 1.1.1.3 | Direct
oo e i oo oo - oo oo - - - oo oo oo - + oo e i oo oo - B oo oo oo -
| 1.1.1.0/24 | 1.1.1.1 | Direct | | 1.1.1.0/24 | 1.1.1.1 | Direct
Fomm o Fomm o R + Fomm o Fomm o S

Figure 1: Intra-subnet Unicast Exanple

As shown in Figure 1, two CE hosts (i.e., Hosts A and B) belonging to
t he sane subnet (i.e., 1.1.1.0/24) are located at different data
centers (i.e., DC West and DC East) respectively. PE routers (i.e.,
PE-1 and PE-2) which are used for interconnecting these two data
centers create host routes for their own |ocal CE hosts respectively
and then advertise themvia the BGP/ MPLS | P VPN si gnal i ng.

Meanwhi | e, ARP proxy is enabled on VRF attachment circuits of these
PE routers.

Now assune host A sends an ARP request for host B before
communi cating with host B. Upon receiving the ARP request, PE-1
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acting as an ARP proxy returns its own MAC address as a response.

Host A then sends |IP packets for host Bto PE-1. PE-1 tunnels such

packets towards PE-2 which in turn forwards themto host B. Thus,

hosts A and B can conmunicate with each other as if they were | ocated

wi thin the sane subnet.
3.1.2. Inter-subnet Unicast

o e e e e e e o - +
o e e a e o - + | | o e e a e o - +
| VPN_A:1.1.1.1/24 | | | | VPN_A:1.1.1.1/24 |
\ /

i F--- - + \+|+---|+-+ +-|+---|++/ F---o - + i

| | Host A+------ + PE-1 | | PE-2 +-+----+Host B| |

| R +\ ++- - +- + +- - +- ++ [+------ + |

| 1.1.1.2/24 | | | | | | | 2.1.1.3/24 |

| GM1.1.1.4 | | | | | | | OM1.1.1.4 |

| |11 . to----- + |

I |11 | || +----+ GWN +--|

I |11 |11 [4------ + |

I I I I I I I 1.1.1.4/24 I

| DC West | | | [P/ MPLS Backbone | | | DC East |

T + | | | | +----------------- +

[ + |
| |
VRF_A Vv VRF_A: V
Fom e e o R - + Fom e e o R R +
| Prefix | Next hop | Protocol | | Prefix | Next hop | Protocol |
PR Ry ey + PR Ry ey +
| 1.1.1.1/32 |127.0.0.1] Direct | | 1.1.1.1/32 |127.0.0.1] Direct |
S S SRR oo + S Fome e oo oo +
| 1.1.1.2/32 | 1.1.1.2 | Direct | | 1.1.1.2/32 | PE1 | 1BGP |
Fom e e o R - + Fom e e o R R +
| 1.1.1.3/32 | PE-2 | |IBGP | | 1.1.1.3/32 | 1.1.1.3 | Direct |
PR Ry ey + PR Ry ey +
| 1.1.1.4/32 | PE-2 | |IBGP | | 1.1.1.4/32 ] 1.1.1.4 | Direct |
S S SRR oo + S Fome e oo oo +
| 1.1.1.0/24 | 1.1.1.1 | Direct | | 1.1.1.0/24 | 1.1.1.1 | Direct |
Fom e e o R - + Fom e e o R R +
| 0.0.0.0/0 | PE-2 | |IBGP | | 0.0.0.0/0 | 1.1.1.4 | Static |
PR Ry ey + PR Ry ey +
Figure 2: Inter-subnet Unicast Exanple (1)

As shown in Figure 2, only one data center (i.e., DC East) is

depl oyed with a default gateway (i.e., GN. PE-2 which is connected

to GNVWwoul d either be configured with or learn from GV a default

route with next-hop being pointed to GN Meanwhile, this route is
Xu, et al. Expires June 5, 2015 [ Page 6]
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o e e e e e e e e o - +
I + | | I +
| VPN_A:1.1.1.1/24 | | | | VPN A:1.1.1.1/24
\ /
I +--- - - + \+|+---|+-+ +-|+---|++/ +--- - - + I
| | Host A+----+-+ PE-1 | | PE-2 +-+----+Host B| |
| B +\ | ++-+-+-+ +- - -+ [ +------ + |
| 1.12.1.2/24 | | | | | | | | 2.1.1.3/24 |
| GML.1.1.4 | | | | | | | | GM1.1.1.4 |
|- £ ] s +
|-+ GWL ook ] ] ] | ] ] e+ G2 ]
|- + |1 |1 [ 4o +
| 1.1.1.4/24 | | | | | | 1.1.1.4/24 |
| | | | | | | |
| DC West | | | 1P/ MPLS Backbone | | | DC East |
oo o - + | | | | +----------------- +
[ + |
| |
VRF_A Vv VRF_A: V
Fommmemmeana S I S R + Fommmemmeana S I S R +
| Prefix | Nexthop | Protocol | | Prefix | Nexthop | Protocol
S . S SRS + S S SRS +
| 1.1.1.1/32 |127.0.0.1] Direct | | 1.1.1.1/32 |127.0.0.1] Direct
R S I + R R N +
| 1.1.1.2/32 | 1.1.1.2 | Direct | | 1.1.1.2/32 | PE1 | 1BGP |
. SRy S + . SRy S +
| 1.1.1.3/32 | PE-2 | [IBGP | | 1.1.1.3/32 | 1.1.1.3 | Direct
S S SRS + S S SRS +
| 1.1.1.4/32 | 1.1.1.4 | Direct | | 1.1.1.4/32 | 1.1.1.4 | Direct
R S I + R R N +
| 1.1.1.0/24 | 1.1.1.1 | Direct | | 1.1.1.0/24 | 1.1.1.1 | Direct
. SRy S + . SRy S +
| 0.0.0.0/0 | 1.1.1.4 | Static | | 0.0.0.0/0 | 1.1.1.4 | Static |
S S SRS + S S SRS +
Figure 3: Inter-subnet Unicast Exanple (2)
As shown in Figure 3, in the case where each data center is depl oyed
wth a default gateway, CE hosts will get ARP responses directly from
Xu, et al. Expires June 5, 2015 [ Page 7]

distributed to other PE routers (i.e.,

Virtual Subnet

PE-1) as per nornma

Decenmber 2014

[ RFC4364]

operation. Assune host A sends an ARP request for its default
gateway (i.e., 1.1.1.4) prior to communicating with a destination

host outside of its subnet.

Upon receiving this ARP request,

PE-1

acting as an ARP proxy returns its own MAC address as a response.
Host A then sends a packet for Host B to PE-1.

packet towards PE-2 according to the default

which in turn forwards

t hat packet to GW

PE-1 tunnel s

such

route | earnt from PE-2,
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B +
- + PE-3 +------ +
Fommm e e i e e a e + | E + | Fommm e e i e e a e +
| VPN_A:1.1.1.1/24 | | | | VPN _A:1.1.1.1/24
\ /
I R + \+!|----|+-+ +-!|----|++/ R + I
| | Host A+------ + PE-1 | | PE-2 +------ +Host B| |
| S I +\ +4+- - +- + +- - +- ++ [+------ +
| 1.1.1.2/24 | | | | | | 1.1.1.3/24 |
| GM1.1.1.1 | | | | | | GW1.1.1.1 |
I |11 |11 I
| DC Vst | | | |P/ MPLS Backbone | | | DC East |
Fem e e + | | | | === - +
| +-------mm e - + |
| |
VRF_A Y VRF_A: V
R Fome e oo Fome oo + R Fome e oo oo
| Prefix | Nexthop |Protocol | | Prefix | Nexthop | Protocol
Fom e e o R - + Fom e e o R R
| 1.1.1.1/32 |127.0.0.1] Direct | | 1.1.1.1/32 |127.0.0.1| Direct
PR Ry ey + PR Ry ey
| 1.1.1.2/32 | 1.1.1.2 | Direct | | 1.1.1.2/32 | PE-1 | 1BGP
S S SRR oo + S Fome e oo oo
| 1.1.1.3/32 | PE-2 | [IBGP | | 21.1.1.3/32 | 1.1.1.3 | Direct
Fom e e o R - + Fom e e o R R
| 1.1.1.0/24 | 1.1.1.1 | Direct | | 1.1.1.0/24 | 1.1.1.1 | Direct
PR Ry ey + PR Ry ey
| 0.0.0.0/0 | PE-3 | [IBGP | | 0.0.0.0/0 | PE-3 | [IBGP
S S SRR oo + S Fome e oo oo
Figure 4. Inter-subnet Unicast Exanple (3)
Alternatively, as shown in Figure 4, PE routers thensel ves could be
directly configured as default gateways of their locally connected CE
hosts as |long as these PE routers have routes for outside networks.
3.2. Milticast
To support I P nulticast between CE hosts of the sane virtual subnet,
MVPN t echnol ogi es [ RFC6513] could be directly used w thout any
change. For exanple, PE routers attached to a given VPN join a
default provider nulticast distribution tree which is dedicated for
that VPN. Ingress PE routers, upon receiving nmulticast packets from
their local CE hosts, forward themtowards renote PE routers through
the correspondi ng default provider nulticast distribution tree.
Xu, et al. Expires June 5, 2015 [ Page 8]
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3. 3.

3. 4.

3.5.

Xu,

CE Host Di scovery

PE routers SHOULD be able to discover their |ocal CE hosts and keep
the list of these hosts up to date in a tinmely nmanner so as to ensure
the availability and accuracy of the correspondi ng host routes
originated fromthem PE routers could acconplish | ocal CE host

di scovery by sone traditional host discovery nechani sns using ARP or
ND protocols. Furthernore, Link Layer D scovery Protocol (LLDP) or
VSI Di scovery and Configuration Protocol (VDP), or even interaction
with the data center orchestration systemcould al so be considered as
a neans to dynam cal ly di scover |ocal CE hosts

ARP/ ND Pr oxy

Acting as an ARP or ND proxies, a PE routers SHOULD only respond to
an ARP request or Neighbor Solicitation (NS) nessage for a target
host when it has a best route for that target host in the associ ated
VRF and the outgoing interface of that best route is different from
t he one over which the ARP request or NS nessage is received. In the
scenario where a given VPN site (i.e., a data center) is multi-honed
to nore than one PE router via an Ethernet switch or an Ethernet
network, Virtual Router Redundancy Protocol (VRRP) [RFC5798] is
usual Iy enabled on these PE routers. 1In this case, only the PE
router being elected as the VRRP Master is allowed to performthe
ARP/ ND proxy functi on.

CE Host Mobility

During the VM mgration process, the PE router to which the noving VM
is now attached would create a host route for that CE host upon
receiving a notification nessage of VM attachnent (e.g., a gratuitous
ARP or unsolicited NA nessage). The PE router to which the noving VM
was previously attached would w thdraw t he correspondi ng host route
when receiving a notification nessage of VM detachnent (e.g., a VDP
nmessage about VM detachnent). Meanwhile, the latter PE router could
optionally broadcast a gratuitous ARP or send an unsolicited NA
message on behalf of that CE host with source MAC address being one
of its own. In this way, the ARP/ND entry of this CE host that noved
and whi ch has been cached on any | ocal CE host would be updated
accordingly. In the case where there is no explicit VM detachnent
notification nechanism the PE router could also use the foll ow ng
trick to determ ne the VM detachnent event: upon learning a route
update for a local CE host froma renote PE router for the first

time, the PE router could i mediately check whether that |ocal CE
host is still attached to it by some nmeans (e.g., ARP/ND PI NG and/ or
ICMP PING. It is inportant to ensure that the sane MAC and IP are
associated to the default gateway active in each data center, as the
VM woul d nost |ikely continue to send packets to the sanme defaul t

et al. Expires June 5, 2015 [ Page 9]
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gateway address after mgrated fromone data center to another. One
possi ble way to achieve this goal is to configure the sane VRRP group
on each location so as to ensure the default gateway active in each
data center share the same virtual MAC and virtual |P addresses.

3.6. Forwarding Table Scalability on Data Center Sw tches

In a VS environnent, the MAC | earni ng domai n associated with a given
virtual subnet which has been extended across nultiple data centers
is partitioned into segnments and each segment is confined within a
single data center. Therefore data center switches only need to

| earn | ocal MAC addresses, rather than | earning both |ocal and renote
MAC addr esses.

3.7. ARP/ND Cache Table Scalability on Default Gateways

When default gateway functions are inplenmented on PE routers as shown
in Figure 4, the ARP/ND cache table on each PE router only needs to
contain ARP/ND entries of |local CE hosts As a result, the ARP/ ND
cache table size would not grow as the nunber of data centers to be
connected increases.

3.8. ARP/ND and Unknown Uncast Fl ood Avoi dance

In VS, the flooding domain associated with a given virtual subnet

t hat has been extended across nultiple data centers, is partitioned
into segnments and each segnment is confined within a single data
center. Therefore, the performance inpact on networks and servers
i nposed by the flooding of ARP/ND broadcast/nulticast and unknown
uni cast traffic is alleviated.

3.9. Path Optimzation

Take the scenario shown in Figure 4 as an exanple, to optim ze the
forwarding path for the traffic between cloud users and cloud data
centers, PE routers located at cloud data centers (i.e., PE-1 and PE-
2), which are also acting as default gateways, propagate host routes
for their own [ ocal CE hosts respectively to renote PE routers which
are attached to cloud user sites (i.e., PE-3). As such, the traffic
fromcloud user sites to a given server on the virtual subnet which
has been extended across data centers would be forwarded directly to
the data center |ocation where that server resides, since the traffic
is now forwarded according to the host route for that server, rather
t han the subnet route. Furthernore, for the traffic comng from
cloud data centers and forwarded to cloud user sites, each PE router
acting as a default gateway would forward the traffic according to
the best-match route in the corresponding VRF. As a result, the

Xu, et al. Expires June 5, 2015 [ Page 10]
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4.

4.

traffic fromdata centers to cloud user sites is forwarded al ong an
optimal path as well.

Limtations
1. Non-support of Non-IP Traffic

Al t hough nost traffic within and across data centers is IP traffic,
there may still be a few | egacy clustering applications which rely on
non-1 P conmuni cations (e.g., heartbeat nmessages between cl uster
nodes). Since Virtual Subnet is strictly based on L3 forwarding,

t hose non-1P comruni cati ons cannot be supported in the Virtual Subnet
solution. In order to support those few non-1P traffic (if present)
in the environnent where the Virtual Subnet sol ution has been

depl oyed, the approach following the idea of "route all IP traffic
bridge non-1P traffic" could be considered. That’'s to say, all IP
traffic including both intra-subnet and inter-subnet woul d be
processed by the Virtual Subnet process, while the non-IP traffic
woul d be resorted to a particular Layer2 VPN approach. Such unified
L2/ L3 VPN approach requires ingress PE routers to classify the
traffic received from CE hosts before distributing themto the
corresponding L2 or L3 VPN forwardi ng processes. Note that nore and
nmore cluster vendors are offering clustering applications based on
Layer 3 interconnection.

4.2. Non-support of |P Broadcast and Link-local Milticast

As illustrated before, intra-subnet traffic is forwarded at Layer3 in
the Virtual Subnet solution. Therefore, |IP broadcast and Iink-1ocal
mul ticast traffic cannot be supported by the Virtual Subnet sol ution.
In order to support the I P broadcast and link-local nulticast traffic
in the environnent where the Virtual Subnet solution has been

depl oyed, the unified L2/L3 overlay approach as described in

Section 4.1 could be considered as well. That's to say, the IP
broadcast and link-local nulticast would be resorted to the L2VPN
forwardi ng process while the routable IP traffic would be processed
by the Virtual Subnet process.

4.3. TTL and Traceroute

Xu,

As illustrated before, intra-subnet traffic is forwarded at Layer3 in
the Virtual Subnet context. Since it doesn’'t require any change to
the TTL handling nechani smof the BGP/ MPLS | P VPN, when doing a
traceroute operation on one CE host for another CE host (assum ng
that these two hosts are within the sane subnet but are attached to
different sites), the traceroute output would reflect the fact that
these two hosts belonging to the sane subnet are actually connected
via an virtual subnet emul ated by ARP proxy, rather than a nornma

et al. Expires June 5, 2015 [ Page 11]



I nt

8. 1.

Xu,

ernet-Draft Virtual Subnet Decenmber 2014

LAN. In addition, for any other applications which generate intra-
subnet traffic with TTL set to 1, these applications nmay not be

wor kable in the Virtual Subnet context, unless special TTL processing
for such case has been inplenented (e.g., if the source and
destination addresses of a packet whose TTL is set to 1 belong to the
sane extended subnet, both ingress and egress PE routers MJST NOT
decrenent the TTL of such packet. Furthernore, the TTL of such
packet SHOULD NOT be copied into the TTL of the transport tunnel and
Vi ce versa).
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