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Abstract

Thi s docunent specifies an architecture and gat eway-t o-gat eway
protocol for the inplenentation of fibre channel fabric
functionality over an I P network. This functionality is provided
t hrough TCP protocols for fibre channel frame transport and the
distributed fabric services specified by the fibre channel
standards. The architecture enables internetworking of fibre
channel devices through gateway-accessed regions having the fault
i solation properties of autononous systens and the scalability of
the | P network.
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Change Log
Revision 9 to Revision 10

- Changed 'N_PORT login session' to 'i FCP session' throughout.

- To better articulate the rules for frame processing, address
transl ation and i FCP sessi on nanagenent, added the i FCP session
descriptor and renote N _PORT descriptor as gateway internal data
structures. Rewote sections on Address nodes (4.5, 4.6, 4.7)
frame encapsul ati on and de-encapsul ation (5.4 and 5.4.4) and i FCP
sessi on managenent (5.2.2).

- Revised section 10 (Security) to align with |atest draft of
[ SECI PS] .

- Mdified the rules for i FCP frane encapsul ati on and de-
encapsul ation (sections 5.4 and 5.4.4) to discard franes with
invalid N PORT addresses.

- Mdified PLOE (section 7.3.1.7) to reject a PLOG addressed to an
invalid N _PORT address.

1. About Thi s Docunent

1.1 Conventions used in this docunent
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and " OPTI ONAL" in
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this docunent are to be interpreted as described in RFC 2119
[ RFC2119] .

Al frame formats are in big endian network byte order.
1 Data Structures Internal to an Inplenentation

To facilitate the specification of required behavior, this docunent
may define and refer to internal data structures within an i FCP

i npl ementation. Such structures are intended for explanatory

pur poses only and need not be instantiated within an inplenentation
as described in this specification.

Pur pose of this docunent

This is a standards-track docunent, which specifies a protocol for
the inplenmentation of fibre channel transport services on a TCP/IP
network. Sonme portions of this docunent contain material from
standards controlled by NCITS T10 and T1l1l. This material is

i ncluded here for informational purposes only. The authoritative
information is given in the appropriate NCI TS standards docunent.

The authoritative portions of this docunent specify the nmapping of
st andar ds-conpliant fibre channel protocol inplenentations to
TCP/ 1 P. This mapping includes sections of this docunent which
describe the "i FCP Protocol" (see section 5).

i FCP | ntroduction

i FCP is a gateway-to-gateway protocol, which provides fibre channel
fabric services to fibre channel devices over a TCP/IP networKk.

i FCP uses TCP to provide congestion control, error detection and
recovery. i FCP's primary objective is to allow interconnection and
net wor ki ng of existing fibre channel devices at wire speeds over an
| P networKk.

The protocol and nethod of franme address translation described in
this docunent permt the attachnment of fibre channel storage
devices to an | P-based fabric by neans of transparent gateways.

The protocol achieves this transparency by allow ng normal fibre
channel frane traffic to pass through the gateway directly, with
provi si ons, where necessary, for intercepting and enmulating the
fabric services required by a fibre channel device.

Definitions

Ternms needed to clarify the concepts presented in this docunent are
present ed here.

Addr ess-transl ati on node — A node of gateway operation in which the
scope of N PORT fabric addresses for locally attached

Moni a et-al . St andards Track [ Page 6]
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devices are local to the i FCP gateway region in which the
devi ces reside.

Addr ess-transparent node — A node of gateway operation in which the
scope of N _PORT fabric addresses for all fibre channe
devices are unique to the bounded i FCP fabric to which the
gat eway bel ongs.

Bounded i FCP Fabric — The union of two or nobre gateway regions
configured to interoperate together in address-transparent
node.

DOVAI N | D — The val ue contained in the high-order byte of a 24-bit
N PORT fi bre channel address.

F PORT - The interface used by an N PORT to access fibre channe
switched fabric functionality.

Fabric - The conponents of a network that provide the transport
services defined in [FCFS]. A fabric may be inplenented in
the I P framework by neans of the architecture and protocols
di scussed in this docunent.

Fabric Port - The interface through which an N _PORT accesses a
fibre channel fabric. The type of fabric port depends on
the fibre channel fabric topology. In this specification,
all fabric port interfaces are considered to be
functional ly equival ent.

FC-2 - The fibre channel transport services |layer described in [ FCG
FS] .

FC-4 - The fibre channel application layer. This layer is
functionally equivalent to the TCP/IP application |ayer.

Fi bre Channel Device - An entity inplenenting the functionality
accessed through an FC-4 application protocol.

Fi bre Channel Network - A native fibre channel fabric and al
attached fi bre channel nodes.

Fi bre Channel Node - A collection of one or nore N PORTs controlled
by a |l evel above the FC-2 layer. A node is attached to a
fibre channel fabric by nmeans of the N PORT interface
described in [FCGFS].

Gat eway Region — The portion of an i FCP fabric accessed through an
i FCP gateway. Fibre channel devices in the region consist
of all fibre channel devices locally attached to the
gat eway.
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i FCP - The protocol discussed in this docunent.

i FCP Franme - A fibre channel franme encapsul ated in accordance with
t he Common Encapsul ati on Specification [ ENCAP] and this
speci fication.

i FCP Portal - An entity representing the point at which a | ogical
or physical i FCP device is attached to the IP network. The
network address of the i FCP portal consists of the IP
address and TCP port nunber to which a request is sent when
creating the TCP connection for an i1 FCP session (see
section 5.2.1).

i FCP Session - An association created when an N_PORT sends a PLOG
request to a renotely attached N PORT. It is conprised of
the N_PORTs and TCP connection that carries traffic between
t hem

i SNS - The server functionality and I P protocol that provides
storage nane services in an i FCP network. Fibre channel
name services are inplenmented by an i SNS nane server as
described in [ISNS].

Locally Attached Device - Wth respect to a gateway, a fibre
channel device accessed through the fibre channel fabric to
whi ch the gateway is attached.

Logi cal i FCP Device - The abstraction representing a single fibre
channel device as it appears on an i FCP networKk.

N PORT - An i FCP or fibre channel entity representing the interface
to fibre channel device functionality. This interface
i npl ements the fibre channel N PORT semantics specified in
[FC-FS]. Fibre channel defines several variants of this
interface that depend on the fibre channel fabric topol ogy.
As used in this docunent, the termapplies equally to al
vari ants.

N PORT Alias -- The N _PORT address assigned by a gateway to
represent a renote N _PORT accessed via the i FCP protocol.
VWhen routing frame traffic in address translation node, the
gateway automatically converts N PORT aliases to hLPCRT
net wor k addresses and vi ce versa.

N PORT fabric address - The address of an N PORT within the fibre
channel fabric.

N PORT ID -- The address of a locally attached N PORT within a
gateway region. N PORT |IDs are assigned in accordance with
the fibre channel rules for address assignment specified in
[ FC-FS] .
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N_PORT Network Address - The address of an N PORT in the i FCP
fabric. This address consists of the |IP address and TCP
port nunber of the i FCP Portal and the N _PORT ID of the
| ocally attached fibre channel device.

Port Login (PLOE) - The fibre channel Extended Link Service (ELS)
that establishes an i FCP session through the exchange of
identification and operation paraneters between an
originating N PORT and a respondi ng N _PORT.

Renotely Attached Device - Wth respect to a gateway, a fibre
channel device accessed fromthe gateway by neans of the
i FCP protocol.

Unbounded i FCP Fabric - The union of two or nore gateway regions
configured to interoperate together in address-translation
node.

3. Fi bre Channel Comruni cati on Concepts

Fi bre channel is a franme-based, serial technol ogy designed for
peer-to-peer comuni cati on between devices at gigabit speeds and
with | ow overhead and | atency.

This section contains a discussion of the fibre channel concepts
that formthe basis for the i FCP network architecture and protocol
described in this docunent. Readers famliar with this material may
skip to section 4.

Material presented in this sectionis drawmn fromthe follow ng T11
speci fications:

-- The Fibre Channel Fram ng and Signaling Interface, [FC FS]
-- Fibre Channel Switch Fabric -2, [FC SW2]

-- Fibre Channel Generic Services, [FC GS3]

-- Fibre Channel Fabric Loop Attachnent, [FC FLA]

The reader will find an in-depth treatnent of the technology in
[ KEMCMP] and [ KEMALP] .

3.1 The Fi bre Channel Network

The fundanmental entity in fibre channel is the fibre channel
network. Unlike a | ayered network architecture, a fibre channel
network is largely specified by functional elenents and the
interfaces between them As shown in Figure 1, these consist, in
part, of the follow ng:

Moni a et-al . St andards Track [ Page 9]
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a) N PORTs -- The end points for fibre channel traffic. In the FC
standards, N PORT interfaces have several variants, depending on
the topology of the fabric to which they are attached. As used
in this specification, the termapplies to any one of the
vari ants.

b) FC Devices — The fibre channel devices to which the N PORTs
provi de access.

c) Fabric Ports -— The interfaces wwthin a fabric that provide fibre
channel attachnent for an N PORT. The types of fabric port
depend on the fabric topol ogy and are discussed in section 3.2.

d) The fabric infrastructure for carrying franme traffic between
N_PORTSs.

e) Wthin a swwtched or m xed fabric (see section 3.2), a set of
auxiliary servers, including a nane server for device discovery
and network address resolution. The types of service depend on
the network topol ogy.

S PR + S P + S P + F-------- +
| FC | | FC | | FC | | FC |
| Device | | Device |<-------- >| Device | | Device |
| N.PORT | | N_PORT | | N_PORT | | N_PORT |
S S Ho-o -+ e T S E T
| | I I
R S Ho-m -t R L E e
| Fabric | | Fabric | | Fabric | | Fabric |
| Port | | Port | | Port | | Port |
R by b Sty by e py ey e —p——
| Fabric |
| & |
| Fabric Services |
TN e +

Figure 1 -- A Fibre Channel Network

The follow ng sections describe fibre channel fabric topologies and

give an overview of the fibre channel communi cati ons nodel.
3.2 Fabric Topol ogi es

The principal fibre channel fabric topologies consist of the

fol | ow ng:

a) Arbitrated Loop -- A series of N _PORTs connected together in
dai sy-chain fashion. Data transm ssion between N PORTs
requires arbitration for control of the |oop in a manner
simlar to a token ring network.
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3.

2.

b) Switched Fabric -- A fabric consisting of switching el enents,
as described in section 3.2.1.

c) Mxed Fabric -- A fabric consisting of switches and "fabric-
attached" | oops. A description can be found in [FC FLA].

Dependi ng on the topol ogy, the N PORT and fabric port variants
t hrough which a fibre channel device is attached to the network may
be one of the follow ng:

Fabri c Topol ogy Fabric Port Type N PORT Vari ant

Loop L_PORT NL_PORT

Swi t ched F_PORT N_PORT

M xed FL_PORT NL_PORT
F_PORT N_PORT

The differences in each N PORT variant and its corresponding fabric
port are confined to the interactions between them To an external
N PORT, all fabric ports are transparent and all renote N PORTs are
functionally identical.

1 Swi t ched Fi bre Channel Fabrics

An exanple of a multi-switch fibre channel fabric is shown bel ow

Moni a et-al . St andards Track [ Page 11]
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The interface between switch elenments is either

TP +
| FC |
| Devi ce |
| N_PORT | <
Heemetaen-- +
+----L ----- +
| F_PORT |
===+
| FC |
| Switch
- +
| I nter- |
| Swi t ch
| Interface |
. +--- -+

|

|
+emee- +----+
| I nter-
| Swi t ch
| Interface |
Hemmemaeeas +
|
I
+

Figure 2 --

S IR +
| FC I
| Device |
N_PORT |
- +----+
- L----+
| F_PORT |
=== =
| FC I
| Switch
S R +
| I nter- |
| Swi t ch
| Interface |
R $----+
I
I
+eee- +----+
| I nter-
| Swi t ch
| Interface |
T +
I

Multi-Switch Fi bre Channel

February 2002

Fi bre Channel
Fabric

Fabric

proprietary or the

st andards-conpliant E PORT interface described by the FC SW

speci fication,

3.2.2

M xed Fi bre Channel

[ FC- SW2] .

Fabric

A m xed fabric contains one or
switched fabric as shown in Figure 3.

Moni a et - al

nmore arbitrated | oops connected to a
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3.

3

TP + S IR S S +
| FC | | FC | | FC |
| Devi ce | | Device | | Device |
| N PORT |<........ > NL_PORT +---+ NL_PORT |
Heemetaen-- + - T SR

| | FC Loop |
S R + S e +----+ |
F_PORT FL PORT +-------- +
::::::::+::::::::::+::::::::::+::::::::::L::::::::::::::
FC FC |
Swi tch Swi tch |
- + S R +
I nter- I nter- |
Switch Swi tch
I nterface I nterface |
E +----+ R +----+
| I
| I
+emee- e T +eenn- +----+
| I nter- | I nter-
| Swi t ch | | Swi t ch |
| Interface | | Interface |
Hommmmmema + Fomemmee e +
| FC Swi tch |
e ,

Figure 3 -- Mxed Fibre Channel Fabric
As noted previously, the protocol for comrunications between peer
N PORTs is independent of the fabric topology, N PORT variant and
type of fabric port to which an N PORT is attached.
Fi bre Channel Layers and Link Services
Fi bre channel consists of the follow ng | ayers:
FC-0 -- The interface to the physical nedia,

FC-1 — The encodi ng and decodi ng of data and out-of - band physi cal
l'ink control information for transm ssion over the physical nedia,

FC-2 — The transfer of franes, sequences and Exchanges conpri sing
protocol information units.

FC-3 — Common Servi ces,

FC-4 — Application protocols, such as FCP, the fibre channel SCSI
pr ot ocol .
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In addition to the |ayers defined above, fibre channel defines a
set of auxiliary operations, sone of which are inplenented within
the transport layer fabric, called link services. These are
required to manage the fibre channel environment, establish
comuni cations with other devices, retrieve error information,
performerror recovery and other simlar services. Sone |ink
services are executed by the N PORT. Ot hers are inplenented
internally within the fabric. These internal services are
described in the next section.

3.3.1 Fabric- Supplied Link Services

Servers internal to a switched fabric handle certain classes of
Link Service requests and service-specific conmands. The servers
appear as N PORTs |l ocated at the 'well-known' N PORT fabric
addresses specified in [FCFS]. Service requests use the standard
fi bre channel nechanisns for N _PORT-to-N_PORT conmmuni cati ons.

Al switched fabrics nust provide the foll ow ng services:

Fabric F_PORT server — Services an N PORT request to access the
fabric for comrunications.

Fabric Controller -- Provides state change information to inform
ot her FC devices when an N PORT exits or enters the fabric (see
section 3.5).

Directory/ Nane Server — Allows N PORTs to register information
in a database, retrieve information about other N PORTs and
di scover other devices as described in section 3.5.

A switched fabric nmay al so inplenent the follow ng optional
servi ces:

Broadcast Address/ Server — Transmts single-frane, class 3
sequences to all N _PORTs.

Time Server — Intended for the nanagenent of fabric-w de
expiration tinmers or elapsed tine values and is not intended for
precise tinme synchronization

Managenent Server — Collects and reports managenent information,
such as link usage, error statistics, link quality and simlar
itens.

Quality of Service Facilitator — Perforns fabric-w de bandw dth
and | atency nmanagenent.

3.4 Fi bre Channel Nodes

A fibre channel node has one or nore fabric-attached N PORTs. The
node and its N PORTs have the follow ng associated identifiers:
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3.

.5

6

a) A worldw de unique identifier for the node,

b) A worldw de unique identifier for each N PORT associated with the

node,

c) For each N _PORT attached to a fabric, a 24-bit fabric-unique

address having the properties defined in section 3.7.1. The
fabric address is the address to which franes are sent.

Each worl dwi de unique identifier is a 64-bit binary quantity having
the format defined in [FC FS].

Fi bre Channel Device D scovery

In a switched or mxed fabric, fibre channel devices and changes in
the device configuration may be di scovered by neans of services
provided by the fibre channel Nanme Server and Fabric Controller.

The Nanme Server provides registration and query services that allow
a fibre channel device to register its presence on the fabric and

di scover the existence of other devices. For exanple, one type of
query obtains the fabric address of an N PORT fromits 64-bit
wor | dwi de uni que nane. The full set of supported fibre channel nane
server queries is specified in [FC GS3].

The Fabric Controller conplenents the static discovery capabilities
provi ded by the Nanme Server through a service that dynamcally
alerts a fibre channel device whenever an N PORT is added or
renmoved fromthe configuration. A fibre channel device receives
these notifications by subscribing to the service as specified in

[ FCG-FS].

Fi bre Channel Information El enents

The fundanental elenent of information in fibre channel is the
frame. A frame consists of a fixed header and up to 2112 bytes of
payl oad having the structure described in section 3.7. The maxi num
frame size that may be transmtted between a pair of fibre channel
devices is negotiable up to the payload Iimt, based on the size of
the frame buffers in each fibre channel device and the path maxi num
transm ssion unit (MIU) supported by the fabric.

Operations involving the transfer of information between N _PORT
pairs are perforned through ' Exchanges'. |In an Exchange,
information is transferred in one or nore ordered series of franes
referred to as Sequences.

Wthin this framework, an upper |ayer protocol is defined in terms
of transactions carried by Exchanges. Each transaction, in turn,
consi sts of protocol information units, each of which is carried by
an individual Sequence within an Exchange.
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3.7 Fi bre Channel Frane For nat

A fibre channel frame consists of a header, payload and 32-bit CRC
bracketed by SOF and EOF delimters. The header contains the
control information necessary to route frames between N _PORTs and
manage Exchanges and Sequences. The foll ow ng di agram gives a
highly sinplified view of the frane.

Fem e e ememeeeeeeiemeeaaeaaaa +

| Start-of-frame Delimter

R R T Ty epepi - +<-- -+
Destination N_PORT |
Fabric Address (D_ID) |

(24-bits) |

+----- S L + 24- byte
Source N_PORT Frame
Fabric Address (S_ID) Header
(24 bits)

R R L T Ty +

Control information for
frame type, Exchange
managenent, | U
segnent ati on and
re-assenbly
T +<--- -+

Franme payl oad
(0 — 2112 bytes)

Y~ +
| CRC I
Y~ +
| End-of -Frame Delimter |
ST +

Figure 4 -- Fibre Channel Franme Fornat

The source and destination N PORT fabric addresses enbedded in the
SIDand DID fields represent the physical MAC addresses of
originating and receiving N PORTs.

3.7. 1 N _PORT Address Mode

N PORT fabric addresses are 24-bit values having the foll ow ng
format defined by the fibre channel specification [FC FS]
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Figure 5 -- Fibre Channel Address Format

A fibre channel device acquires an address when it logs into the
fabric. Such addresses are volatile and subject to change based on
nmodi fications in the fabric configuration.

In a fibre channel fabric, each switch el enent has a uni que Domain
| /D assigned by the principal switch. The value of the Domain |I/D
ranges from1l to 239 (OxEF). Each switch elenent, in turn
adm ni sters a block of addresses divided into area and port |IDs. An
N _PORT connected to a F_PORT receives a unique fabric address
consisting of the swwtch’s Domain |I/D concatenated with sw tch-

assi gned area and port |/Ds.

A | oop-attached NL_PORT (see Figure 3) obtains the Port ID
conponent of its address during the loop initialization process
described in [FCGAL2]. The area and domain |/ Ds are supplied by the
fabric when the FLOG is executed.

Fi bre Channel Transport Services

N _PORTs comruni cate by neans of the foll ow ng classes of service
specified in the fibre channel standard ([FC FS]):

Class 1 — A dedicated physical circuit connecting two N PORTs.

Class 2 — A frame-multipl exed connection with end-to-end fl ow
control and delivery confirmation.

Class 3 — A frame-multipl exed connection with no provisions for
end-to-end flow control or delivery confirmation.

Class 4 - A connection-oriented service, based on a virtual circuit
nodel , providing confirmed delivery with bandw dth and | atency
guar ant ees.

Class 6 - Areliable nulticast service derived fromclass 1

Class 2 and class 3 are the predom nant services supported by
depl oyed fibre channel storage and clustering systens.

Class 3 service is simlar to UDP or |IP datagramservice. Fibre
channel storage devices using this class of service rely on the ULP
i npl enentation to detect and recover fromtransi ent device and
transport errors.

For class 2 and class 3 service, the fibre channel fabric is not
required to provide in-order delivery of franes unless explicitly

Moni a et-al . St andards Track [ Page 17]



i FCP Revi sion 10 February 2002

3.

9

requested by the frame originator (and supported by the fabric). If
ordered delivery is not in effect, it is the responsibility of the
frame recipient to reconstruct the order in which franes were sent
based on information in the frane header.

Logi n Processes

The Login processes are FC-2 operations that allow an N PORT to
establish the operating environnment necessary to comrunicate with
the fabric, other N PORTs and ULP inpl enmentations accessed via the
N PORT. Three | ogin operations are supported:

a) Fabric Login (FLOE@) -- An operation whereby the N PORT
registers its presence on the fabric, obtains fabric
paraneters, such as classes of service supported, and receives
its N _PORT address,

b) Port Login (PLOd) -- An operation by which an N _PORT
est abl i shes comuni cation with anot her N _PORT.

c) Process Login (PRLOE) -- An operation which establishes the
process-to-process communi cati ons associated with a specific
FC-4 ULP -- such as FCP-2, the fibre channel SCSI mappi ng.

Since N PORT addresses are volatile, an N PORT originating a |ogin
(PLOG ) operation executes a Nane Server query to discover the

fi bre channel address of the renote device. A commbn query type

i nvol ves use of the worldw de uni que nanme of an N PORT to obtain
the 24-bit N _PORT fibre channel address to which the PLOG request
is sent.

The i FCP Net wor k Mbdel

The i FCP protocol enables the inplenentation of fibre channel m xed
or swtched fabric functionality on an IP network in which IP
conponents and technol ogy replace the fibre channel swtching and
routing infrastructure described in section 3. 2.

The exanple of Figure 6 shows a fibre channel fabric with attached
devi ces. These access the fabric through an N PORT interface
connected to a Fabric Port whose behavior is specified in [FCGFS].
In this case, the N PORT and Fabric Port represent any of the
variants described in section 3.2.

Wthin the fibre channel device domain, fabric-addressable entities
consi st of other N PORTs and devices internal to the fabric that
performthe fabric services defined in [ FC GS3].
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Fi bre Channel Network

Fabri c Services

S T + S IR +
| FC | | FC |
| Device | | Device |
| ... | | .. | Fi bre Channel
| N_PORT |<...... > N_PORT | Device Domain
TR R T A
+---L----+ +----L---+ I
| Fabric | | Fabric | |
| Port | | Port | |

e —p— j——j—_—r—r———r L ——— o p————r—r ooy —p—————r—
|
|
I

+

Fabric & | |
I
I

v

Fi bre Channel

Fo oo + Fabric Domain
Figure 6 -- A Fibre Channel Fabric

Gat eway Regi on Gat eway Regi on
Homm - L + Fommmmmm - I +
| FC | | FC ] | FC | | FC |
| Device | | Device | Fibre | Device | | Device | Fibre
| ..o I | Channel | ..o I | Channel
| NNPORT | | NPORT |<......... > NPORT | | N_PORT | Device
+---t----+ +---4+----+ Traffic +----4---+ +----+4+---4+ Donmin
I I I I "
LTk I SRR R R ko E ek T SRR R
| Fabric | | Fabric | | Fabric | | Fabric | |
| Port | | Port | | Port | | Port | |
et ety el jefe——j—— o ——_———r— & ————— et _jjujffo ey o —j——_———r—
| i FCP Layer | <--------- >| i FCP Layer | |
.................... | A e |
| i FCP Port al | | | i FCP Port al | Y
Homm - Fomm e am - + Fomm - Fommme - + | P
i FCP| Gat eway Contr ol i FCP| Gat eway Net wor k
Dat a
<------ Encapsul ated Franes------- >
o e e e e o oo oo +
I I
+------ + | P Net wor k Fome-- - +
I I
o e e e e oo oo oo +

Figure 7 -- An i FCP Fabric

Figure 7 shows an inplenmentation of an equivalent i FCP fabric
consisting of two gateways, each in control of a single gateway
region.
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Each i FCP gat eway contains two standards-conpliant fibre channe
ports and an i FCP Portal for attachnment to the I P network. Fibre
channel devices in the region are those locally connected to the
i FCP fabric through the gateway fabric ports.

Looking into the fabric port, the gateway appears as a fibre
channel switch elenent. At this interface, renote N PORTs are

presented as fabric-attached devices. Conversely, on the |IP network

side, the gateway presents each locally connected N PORT as a
| ogi cal fibre channel device.

4.1 Fi bre Channel Fabric Topol ogi es Supported by i FCP

A property of this architecture is that the fibre channel fabric

configuration and topology within the gateway regi on behave |ike an

aut ononous system whose internals are invisible to the I P network
and ot her gateway regions. As a result, support for specific FC

fabric topol ogi es becones a gateway inplenentation issue. In such

cases, the gateway nmay support any standards-conpliant fibre

channel fabric type by incorporating the functionality required to

present locally attached N PORTs as | ogical i FCP devices.
4.2 i FCP Transport Services

N PORT to N _PORT comruni cations that traverse a TCP/IP network

require the intervention of the i FCP | ayer within the gateway. This

consists of the foll ow ng operations:

a) Execution of the frane addressing and nmappi ng functions
described in section 4.5.

b) Execution of fabric-supplied |ink services addressed to one of
the well-known fibre channel N _PORT addresses.

c) Encapsul ation of fibre channel frames for injection into the
TCP/ I P network and de-encapsul ati on of fibre channel franes
received fromthe TCP/ I P network.

d) Establishnment of an i FCP session in response to a PLOG@ directed

to a renote device.
Section 4.5 discusses the i FCP frane addressi ng nmechani sm and the
way in which it is used to achi eve comruni cati ons transparency
bet ween N _PORTSs.

4.2. 1 Fi bre Channel Transport Services Supported by i FCP

An i FCP fabric supports Cass 2 and Class 3 fibre channel transport

services as specified in [FCFS]. An iFCP fabric does not support
class 4, class 6 or the Cass 1 (dedicated connection) service.

N _PORT di scovers the classes of transport services supported by the

fabric during fabric |ogin.
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4.3

4.4

4.4.

i FCP Device Discovery and Configuration Managenent

An i FCP inpl enentation perfornms device discovery and i FCP fabric
managenent through the Internet Storage Nane Service defined in
[ SNS]. Access to an i SNS server is required to performthe
foll ow ng functions:

a) Emul ate the services provided by the fibre channel nane server
described in section 3.3.1, including a nechanismfor
asynchronously notifying an N PORT of changes in the i FCP fabric
configuration,

b) Aggregate gateways into i FCP fabrics for interoperation

c) Segnent an i FCP fabric into fibre channel zones through the
definition and managenent of device di scovery scopes, referred
to as 'discovery domains',

d) Store and distribute security policies as described in section
10. 2. 9.

e) Inplenentation of the fibre channel broadcast nechani sm
i FCP Fabric Properties

A collection of i FCP gateways may be configured for interoperation
as either a bounded or unbounded i FCP fabric.

Gateways in a bounded i FCP fabric operate in address transparent
node as described in section 4.6. In this node, the scope of a
fibre channel N PORT address is fabric-wide and is derived from

domain |1/ Ds issued by the i SNS server froma comon pool. As
di scussed bel ow, the maxi nrum nunber of domain I/Ds allowed by fibre
channel limts the configuration of a bounded i FCP fabric.

Gateways in an unbounded i FCP fabric operate in address translation
node as described in section 4.7. 1In this node, the scope of an

N PORT address is |ocal to a gateway region. For fibre channe
traffic between regions, the translation of frane-enbedded N _PORT
addresses is perfornmed by the gateway. As discussed bel ow, an
unbounded i FCP fabric may have any nunber of switch el enents and
gat eways.

Al'l | FCP gat eways MJUST support unbounded i FCP fabrics. Support for
bounded i FCP fabrics is OPTI ONAL

The decision to support bounded i FCP fabrics in a gateway
i npl enent ati on depends on the address transparency, configuration
scalability, and fault tol erance considerations discussed bel ow.

1 Addr ess Transparency
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4.4.

Al t hough i FCP gateways i n an unbounded fabric will convert N_PORT
addresses in the frane header and payl oad of standard |ink service
messages, a gateway cannot convert such addresses in the payl oad of
vendor- or user-specific fibre channel frame traffic.

Consequently, while both bounded and unbounded i FCP fabrics support
st andar ds-conpl i ant FC-4 protocol inplenentations and |ink services
used by mai nstream fibre channel applications, a bounded i FCP

fabric may al so support vendor- or user-specific protocol and |ink
service inplenentations that carry N PORT IDs in the frane payl oad.

2 Configuration Scalability

The scalability limts of a bounded fabric configuration are a
consequence of the fibre channel address allocation policy

di scussed in section 3.7.1. As noted, a bounded i FCP fabric using
this address allocation schene is [imted to a conbined total of
239 gateways and fibre channel switch elenents. As the system
expands, the network may grow to include many switch el enents and
gat eways, each of which controls a small nunber of devices. In
this case, the limtation in switch and gateway count may becone a
barrier to extending and fully integrating the storage network.

Since N _PORT fibre channel addresses in an unbounded i FCP fabric
are not fabric-wide, there are no architectural limts on the
nunmber of i FCP gateways, fibre channel devices and switch el enents
that nay be internetworked. In exchange for inproved scalability,
however, inplenentations nmust consider the increnental overhead of
address conversion as well as the address transparency issues

di scussed in section 4.4.1.

3 Faul t Tol er ance

I n an unbounded i FCP fabric, limting the scope of an N _PORT
address to a gateway region reduces the |ikelihood that

reassi gnnment of domain |I/Ds caused by a disruption in one gateway
region will cascade to others.

In addition, a bounded i FCP fabric has an increased dependency on
the i SNS server, which nust act as the central address assignnent
authority. If connectivity with the server is lost, new DOVAIN I D
val ues cannot be automatically allocated as gateways and fibre
channel switch elements are added to the fabric.

Finally, adding a gateway to a bounded fabric is nore likely to

di srupt the operation of all devices in the gateway region al ong
with those already in the fabric as new, fabric-w de N _PORT
addresses are assigned. Furthernore, before the new gateway can be
nmerged, its i SNS server nust be slaved to the i SNS server in the
bounded fabric to centralize the issuance of domain |/Ds.
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4.5

In contrast, adding a new gateway to an unbounded i FCP fabric can
be done non-disruptively and requires only that new gateway's i SNS
server inport client attributes fromthe other i SNS servers.

The i FCP N_PORT Address Mbdel

This section discusses i FCP extensions to the fibre channel

addr essi ng nodel of section 3.7.1, which are required for the
transparent routing of franes between |locally and renotely attached
N_PORTSs.

In the i FCP protocol, an N PORT is represented by the foll ow ng
addr esses:

a) A 24-bit NPORT ID. The fibre channel N PORT address of a
| ocal ly attached device. Depending on the gateway addressing
node, the scope is either local to a region or a bounded i FCP
fabric. In either node, communicati ons between N PORTs in the
sane gateway region use the N PORT ID

b) A 24-bit N PORT alias. A fibre channel N_PORT address assigned
by a gateway operating in address translation node to identify a
renotely attached N PORT. Frane traffic is directed to a
renotely attached N _PORT by neans of the N PORT ali as.

c) An N PORT network address. A tuple consisting of the gateway IP
address, TCP port nunber and N PORT ID. The N _PORT network
address identifies the source and destination N PORTs for fibre
channel traffic on the I P network.

To provide transparent communi cations between a renpte and | ocal

N PORT, a gateway MJST nmaintain an i FCP session descriptor (see
section 5.2.2.2) reflecting the association between the fibre
channel address representing the renote N PORT and the renote
device's N PORT network address. To establish this association the
i FCP gat eway assi gns and manages fibre channel N _PORT fabric
addresses as described in the foll ow ng paragraphs.

In an i FCP fabric, the i FCP gateway perforns the address assi gnnent
and frame routing functions of an FC switch elenent. Unlike an FC
switch, however, an i FCP gateway nust also direct franes to
external devices attached to renpte gateways on the |IP network.

In order to be transparent to FC devices, the gateway nust deliver

such franes using only the 24-bit destination address in the frane

header. By exploiting its control of address allocation and access

to frame traffic entering or |eaving the gateway region, it is able
to achi eve the necessary transparency.

N _PORT addresses within a gateway region nmay be all ocated in one of
two ways:
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a) Address Translation Mode — A node of N PORT address assi gnnent
in which the scope of an N _PORT fibre channel address is unique
to the gateway region. The address of a renote device is
represented in that gateway region by its gateway-assi gned
N_PORT ali as.

b) Address Transparent Mdde — A node of N _PORT address assi gnnent
in which the scope of an N PORT fibre channel address is unique
across the set of gateway regions conprising a bounded i FCP
fabric.

I n address transparent node, gateways within a bounded fabric
cooperate in the assignnent of addresses to locally attached

N PORTs. Each gateway in control of a region is responsible for
obt ai ni ng and di stributing unique domain |I/Ds fromthe address

assi gnnent authority as described in section 4.6.1. Consequently,
within the scope of a bounded fabric, the address of each N PORT is
uni que. For that reason, gateway-assigned aliases are not required
to represent renote N _PORTs.

Al i FCP inplenentations MJUST support operation in address
transl ati on node. |nplenentation of address transparent node is
OPTI ONAL but, of course, nust be provided if bounded i FCP fabric
configurations are to be supported.

The node of gateway operation is settable in an inplenentation-
specific manner. The inplenentation MUST NOT all ow the node to be
changed after the gateway begins processing fibre channel frane
traffic.

Operation in Address Transparent Mode

The follow ng considerations and requirenents apply to this node of
oper ati on:

a) i FCP gateways in address transparent node will not interoperate
with i FCP gateways that are not in address transparent node.

b) When interoperating with locally attached fibre channel sw tch
el ements, each i FCP gateway MJST assune control of DOVAIN_ID
assignnents in accordance with the appropriate fibre channe
standard or vendor-specific protocol specification. As
described in section 4.6.1, DOVAIN I D val ues assigned to FC
swtches internal to the gateway regi on nust be issued by the
I SNS server

c) When operating in address transparent Mde, fibre channe
address transl ati on SHALL NOT take pl ace.

When operating in address transparent node, however, the gateway
MJUST establish and maintain the context of each i FCP session in
accordance with section 5.2.2.
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As described in section 4.6, each gateway and fi bre channel swtch
in a bounded i FCP fabric MJUST have a unique domain I/D. In a
gateway region containing fibre channel switch el enents, each

el ement obtains a domain I/D by querying the principal switch as
described in [FGSW2] -- in this case the i FCP gateway itself. The
gateway in turn MJST obtain domain |I/Ds on demand fromthe i SNS
name server acting as the central address allocation authority. In
effect, the i SNS server assunes the role of principal switch for

t he bounded fabric. In that case, the i SNS dat abase contai ns:

a) The definition for one or nore bounded i FCP fabrics,

b) For each bounded fabric, a worldw de uni que nane identifying
each gateway in the fabric. A gateway in address transparent
node MUST reside in one and only one bounded fabric.

Inits role as principal swwtch within the gateway region, an i FCP
gateway in address transparent node SHALL obtain domain I/Ds for
use in the gateway region by issuing the appropriate i SNS query
using its worl dw de nane.

2 I nconpatibility with Address Transl ati on Mde

Except for the session control frames specified in section 6, i FCP
gateways i n address transparent node SHALL NOT origi nate or accept
frames that do not have the TRN bit set to one in the i FCP fl ags
field of the encapsul ati on header (see section 5.4.1). The i FCP
gateway SHALL imedi ately term nate all i FCP sessions with the i FCP
gateway fromwhich it receives such franes.

Operation in Address Transl ati on Mdde

This section describes the process for managi ng the assignnent of
addresses within a gateway region that is part of an unbounded i FCP
fabric, including the nodification of FC frane addresses enbedded
in the frane header for frames sent and received fromrenotely
attached N _PORTs.

As described in section 4.5, the scope of N PORT addresses in this
nmode is local to the gateway region. A principal swtch within the
gateway region, possibly the i FCP gateway itself, oversees the

assi gnnent of such addresses in accordance with the rules specified
in [FCFS] and [ FC FLA].

The assignnent of N PORT addresses to locally attached devices is
controlled by the switch elenment to which the device i s connect ed.

The assignnent of N PORT addresses for renotely attached devices is
controlled by the gateway through which the renote device is
accessed. In this case, the gateway MJST assign a locally
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significant N PORT alias to be used in place of the N PORT ID
assigned by the renote gateway. The N PORT alias is assigned during
devi ce di scovery as described in section 5.2.2.1.

To perform address conversion and enabl e the appropriate routing,

t he gateway MJST establish an i FCP session and generate the
information required to map each N PORT alias to the appropriate
TCP/ I P connection context and N PORT ID of the renotely accessed

N PORT. The nmeans by which these mappings are created and updated
are specified in section 5.2.2.2. As described in that section,
the required mapping information is represented by the i FCP session
descriptor reproduced in Figure 8.

- +
| TCP Connection Context |
TN +
| Local N_PORT ID |
T +
| Renote N_PORT ID |
T +
| Renote N _PORT Alias |
e +

Figure 8 -- i FCP Session Descriptor (fromsection 5.2.2.2)

The role of the session descriptor in address translation is
specified in sections 4.7.1 and 4.7.2 for inbound and out bound
frame traffic.

4.7.1 Qut bound Frane Address Transl ati on

For frames to be sent on the IP network, the i FCP session
descriptor SHALL be referenced to map the Destination N PORT alias
to the TCP connection context and N _PORT I D assigned by the renote
gateway. The translation process for outbound frames is shown in
Fi gure 9.
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Raw Fi bre Channel Frane

S T e + R +
| | Destination N_PORT Alias | --->| Lookup TCP |
Fo--o-- - e + | connection
| | Source N_PORT ID | | context
R e + | and N_PORT ID
| | | from session
| | | descriptor |
| | e R SR +
| Control information, | TCP
| Payl oad and FC CRC | conn
| | cont ext
e I e + &
N_PORT
| D

After Address Transl ati on and Encapsul ation
e +
| FC Encapsul ati on Header |
R e +
| SOF Delimter Wrd |
S s —p————————r
| | Destination N_PORT ID | <---------- +
I e +
| | Source N_PORT ID |
T e +

I
| Control information, Payload |
| and FC CRC |
S s —p————————r
| ECF Delimter Word |
T R T LT e +

Figure 9 -- Qutbound Frane Address Transl ation

4.7.2 | nbound Frane Address Translation

For inbound frames received fromthe IP network, a translation
SHALL be performed to regenerate the N PORT alias fromthe TCP
connection context and N PORT ID contained in the Source N PORT ID
(S ID) field of the encapsulated FC frame. The transl ation process
for inbound franmes is shown in Figure 10.
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Net wor k For mat of | nbound Frane

IR + TCP
| FC Encapsul ati on Header | Connecti on
e + Cont ext
| SCF Delimter Wrd | |
S s by V
| | Destination N_PORT ID | Fomem o - - +---m-- +
Fo--o-- - e + | Lookup source|
| | Source N_PORT ID |---->] N_PORT Alias |
Fo--o-- - e + | from session
| | | descriptor |
| | R Iy e +
| Control information, Payload |
| and FC CRC | Sour ce
4= ————————=—=—=—=—=—=====+ N_POQT
| ECF Delimter Word | Ali as
NN NS +
Franme after Address Transl ati on and De-encapsul ation
S P e +
| | Destination N_PORT ID |
. e +
| | Source N_PORT Alias [ <------------ +
P e +
| Control information, Payl oad, |
| and FC CRC |
e N NS +

Figure 10 -- I nbound Frane Address Transl ation

For all inbound and outbound frames, the gateway MJST recal cul ate

the FC CRC after altering the frane contents.
4.7.3 I nconpatibility with Address Transparent Mde
i FCP gateways in address translation node SHALL NOT originate or
accept franmes that have the TRN bit set to one in the i FCP fl ags
field of the encapsul ati on header. The i FCP gateway SHALL
i mredi ately abort all i FCP sessions with the i FCP gateway from
which it receives such franes as described in section 5.2.3. 2.
5. i FCP Protoco
5.1 Overvi ew

5.1.1 i FCP Transport Services

The main function of the i FCP protocol layer is to transport fibre
channel frame i mages between locally and renotely attached N _PORTs.
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When transporting franes to a renote N _PORT, the i FCP | ayer
encapsul ates and routes the fibre channel franes conprising each
fibre channel Information Unit via a predeterm ned TCP connection
for transport across the |IP network.

When receiving fibre channel frame images fromthe | P network, the
i FCP | ayer de-encapsul ates and delivers each frane to the
appropriate N _PORT.

The | FCP | ayer processes the follow ng types of traffic:

a) FC 4 frane imges associated with a fibre channel application
pr ot ocol .

b) FC 2 frames conprising fibre channel |ink service requests and
responses

c) Fibre channel broadcast franes

d) 1 FCP control nessages required to setup, nanage or term nate an
i FCP sessi on.

For FC-4 N PORT traffic and nost FC-2 nessages the i FCP | ayer never
interprets the contents of the frane payl oad.

i FCP does interpret and process i FCP control nessages and certain
i nk service nessages as described in section 5.1.2

.2 i FCP Support for Link Services

i FCP nmust intervene in the processing of those fibre channel |ink
servi ce nessages that contain N PORT addresses in the nessage

payl oad or require other special handling, such as an N _PORT | ogin
request (PLOd).

In the fornmer case, an | FCP gateway operating in address
transl ati on node MJST suppl enent the payl oad with additional
information that enables the receiving gateway to convert such
enbedded N PORT addresses to its franme of reference.

For out-bound fibre channel franes conprising such a link service,
the i FCP | ayer creates the supplenental information based on frane
content, nodifies the franme payload, then transmts the resulting

fibre channel franme with supplenental data through the appropriate
TCP connecti on.

For incom ng i FCP franes contai ni ng suppl enented fibre channel |ink
service frames, i FCP MUST interpret the frane, including any

suppl emental information, nodify the frame content, and forward the
resulting frame to the destination N PORT for further processing.
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5.

5.

2.

2.

Section 7.1 describes the processing of these |ink service nessages
in detail.

TCP Stream Transport of i FCP Franes

.1 i FCP Sessi on Mbdel

An i FCP session consists of the pair of N PORTs conprising the
session endpoints joined by a single TCP/I P connecti on.

An N PORT is identified by its network address consisting of:

a) The N _PORT ID assigned by the gateway to which the N PORT is
| ocally attached and

b) The i FCP Portal address, consisting of its IP address and TCP
port nunber.

Since only one i FCP session may exi st between a pair of N PORTs,
the | FCP session is uniquely identified by the network addresses of
the session end points.

TCP connections that may be used for i FCP sessions between pairs of
i FCP portals are either "bound" or "unbound". An unbound
connection is a TCP connection that is not actively supporting an

i FCP session. A gateway inplenentation MAY establish a pool of
unbound connections to reduce the session setup tinme. Such pre-
exi sting TCP connections between i FCP Portals remai n unbound and
uncomm tted until allocated to an i FCP session through a CBI ND
message (see section 6.1).

When the i1 FCP | ayer receives a Port Login (PLOGd) nessage creating
an i FCP session between a pair of N PORTs, it may select an

exi sting unbound TCP connection or establish a new TCP connecti on
and send the CBIND nessage down that TCP connection. This

all ocates the TCP connection to that PLOA | ogin session

2 i FCP Sessi on Managenent

This section describes the protocols and data structures required
to establish and termnate an i FCP sessi on.

2.1 The Renote N _PORT Descri ptor

In order to establish an i FCP session, an i FCP gat eway MJST
maintain information allowing it to locate a renotely attached

N _PORT. For explanatory purposes, such information is assuned to
reside in a descriptor having the format shown in Figure 11
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o e e e e e e e e e e e o +
|  N_PORT Worl dwi de Uni que Nane |
o e e e e e e e e e e e e o +
| 1FCP Portal Address |
o e e e e e e e e e e e e e o +
| N_PORT ID of Renote N_PORT |
o e e e e e e m e e e e o +
| N_PORT Alias |
o +

Figure 11 -- Renote N _PORT Descri ptor

Each descriptor aggregates the follow ng i nformati on about a
renotely attached N _PORT:

N _PORT Worl dwi de Uni que Nanme -- 64-bit N PORT world w de nane
as specified in [FGFS]. A Renote N PORT descriptor is uniquely
identified by this paraneter.

i FCP Portal Address -- The |IP address and TCP port nunber
referenced when requesting creation of the TCP connection
associated wth an i FCP sessi on.

N PORT ID -- N PORT fibre channel address assigned to the
renote device by the renote i FCP gat eway.

N PORT Alias -- N PORT fibre channel address assigned to the
renote device by the '"local' i FCP gateway when operating in
address transl ation node.

An i FCP gateway SHALL have one and only one descriptor for each
renmote N PORT it accesses. If a descriptor does not exist, one
SHALL be created in response to an i SNS nane server query. Such
queries may be result from

a) A fibre channel Nane Server request originated by a locally
attached N _PORT (see sections 3.5 and 9.3), or

b) A CBIND request received froma renote fibre channel device (see
section 5.2.2.2).

When creating a descriptor in response to an incom ng CBI ND
request, the i FCP gateway SHALL perform an i SNS nanme server query
using the worl dw de port nanme of the renote N PORT in the SOURCE
N PORT NAME field within the CBI ND payl oad. The descri ptor SHALL
be filled in using the query results.

After creating the descriptor, a gateway operating in address
transl ati on node SHALL create and add the 24-bit N _PORT ali as.

5.2.2.1.1 Updating a Renpote N PORT Descri ptor
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5.

2.

A Renote N _PORT descriptor SHALL only be updated as the result of

an i SNS query that returns information for the specified worldw de
port nane. Follow ng such an update, a new N_PORT alias SHALL NOT
be assi gned.

Until such an update occurs, the contents of a descriptor may
becone stale as the result of any event that invalidates or
triggers a change in the N PORT network address of the renote

devi ce, such as a fabric reconfiguration or the device's renoval or
repl acenent.

A collateral effect of such an event is that a fibre channel device
t hat has been added or whose N PORT |ID has changed will have no
active N PORT | ogins. Consequently, FC-4 traffic directed to such
an N PORT as the result of a stale descriptor will be rejected or

di scar ded.

Once the originating N PORT | earns of the reconfiguration, usually
t hrough the nane server state change notification nechanism the
name server | ookup needed to reestablish the i FCP session w |
automatically purge such stale data fromthe gateway.

2.2 Creating an i FCP Session
An i FCP session may be in one of the follow ng states:

a) OPEN -- The session state in which fibre channel franme inages
may be sent and received.

b) OPEN PENDI NG -- The session state after a gateway has issued a
CBI ND request but no response has yet been received. No fibre
channel franes may be sent.

The gateway SHALL initiate the creation of an i FCP session in
response to a PLOA@ ELS directed to a renote N PORT froma locally
attached N _PORT as described in the foll ow ng steps.

a) Using the DIDfield in the PLOG frane header, |ocate the
renmote N _PORT descriptor. |f no descriptor exists, the i FCP
gateway SHALL return a response of LS RIT, with a Reason Code of
“Unabl e to Perform Conmand Request' (0x09) and a Reason Code
Expl anation of '"Invalid N PORT_ID (Ox1F). An i FCP session SHALL
NOT be creat ed.

b) If no i FCP session exists, allocate a TCP connection to the
gateway to which the renote N PORT is locally attached. An
i npl ementati on nmay use an exi sting connection in the Unbound
state or a new connection may be created and placed in the
Unbound st at e.

When creating a connection, the IP address and TCP Port nunber
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d)

f)

SHALL be obtained by referencing the renote N _PORT descriptor as
specified in section 5.2.2.1.

If a connection cannot be allocated or created due to limted
resources, the gateway SHALL term nate the PLOE with an LS RIT
response. The Reason Code field in the LS RIT nessage shall be
set to Ox09 (Unable to Perform Command Request) and the Reason
Expl anati on SHALL be set to 0x29 (lnsufficient Resources to
Support Login).

The gateway SHALL then issue a CBIND session control nessage
(see section 6.1) and place the session in the OPEN PENDI NG
st ate.

If a CBIND response is returned wwth one of the foll ow ng
statuses, the PLOE@ SHALL be termnated with an LS RIT nessage.
Dependi ng on the CBIND failure status, the Reason Code and
Reason Expl anation SHALL be set to the foll ow ng val ues
specified in [FCFS].

CBI ND Fail ure LS RJT Reason LS RJT Reason Code
St at us Code Expl anati on
Unspeci fi ed Unabl e to Perform No additional
Reason (16) Command Request expl anation (0x00)
(0x09)
No Such Device Unable to Perform Invalid N PORT Nane
(17) Command Request (0x0D) .
(0x09)
Lack of Unable to Perform Insufficient
Resources (19) Command Request Resources to Support
(0x09). Logi n (0x29).
I nconpati bl e Unabl e to Perform No additional
addr ess Command Request Expl anati on (0x00)
transl ati on node (0x09)
(20)
I ncorrect i FCP Unable to Perform No additiona
prot ocol version Command Request expl anation (0x00)
nunmber (21) (0x09)

A CBIND response with a CBIND STATUS of "N _PORT session already
exi sts" indicates that the renote gateway has concurrently
initiated a CBIND request to create an i FCP sessi on between the
same pair of N PORTs. The receiving gateway SHALL termnate this
attenpt, return the connection to the Unbound state and prepare
to respond to an incom ng CBIND request as described bel ow.
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The gateway receiving a CBIND request SHALL respond as foll ows:

a) If the receiver has a duplicate i FCP session in the OPEN PENDI NG
state, then the receiving gateway SHALL conpare the Source
N_PORT Nane in the incom ng CBIND payl oad with the Destination
N_PORT Nane.

b) If the Source N PORT Nane is greater, the receiver SHALL issue a
CBI ND response of "Success" and SHALL pl ace the session in the
OPEN st at e.

c) If the Source N PORT Nane is |ess, the receiver shall issue a
CBI ND RESPONSE of Failed - N PORT session already exists. The
state of the receiver-initiated i FCP session SHALL BE unchanged.

d) If there is no duplicate i FCP session in the OPEN PENDI NG st at e,
the receiving gateway SHALL i ssue a CBIND response. |If a status
of Success is returned, the receiving gateway SHALL create the
i FCP session and place it in the OPEN state.

e) If a renote N PORT descriptor does not exist, one SHALL be
created and filled in as described in section 5.2.2.1.

Once the session is placed in the OPEN state, an i FCP session
descriptor SHALL be created containing the follow ng information:

Y +
| TCP Connection Context |
e +
| Local N_PORT ID |
T +
| Renote N _PORT ID |
e +
| Renote N PORT Alias |
T +
Figure 12 -- i FCP Session Descriptor
TCP Connection Context -- Information required to identify the TCP
connection associated with the i FCP sessi on.
Local N PORT ID-- NPORT ID of the locally attached fibre channe
devi ce.

Renote N PORT ID -- N PORT ID assigned to the renpte device by the
renot e gateway.

Renote N PORT Alias -- Alias assigned to the renote N PORT by the
| ocal gateway when operating in address translation node. If in
this node, the gateway SHALL copy this paraneter fromthe Renote
N _PORT descriptor. Oherwise, it is not filled in.

5.2.2.3 Mnitoring i FCP Connectivity
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During extended periods of inactivity, an i FCP session may be
termnated due to a hardware failure within the gateway or through
| oss of TCP/IP connectivity. The latter may occur when the session
traverses a stateful internediate device, such as a NA(P)T box or
firewall, that detects and purges connections it believes to be

i dle.

To test session liveness, expedite the detection of connectivity
failures, and avoi d spontaneous connection term nation, an i FCP
gateway may nmaintain a |low |l evel of session activity and nonitor
the session by requesting that the renote gateway periodically
transmt the LTEST nessage described in section 6.3. Al iFCP
gat eways SHALL support |iveness testing as described in this
speci fication.

A gateway requests the LTEST heartbeat by specifying a non-zero
val ue for the LIVENESS TEST | NTERVAL in the CBIND request or
response nessage as described in section 6.1. |f both gateways

wi sh to nonitor |iveness, each nust set the LIVENESS TEST | NTERVAL
in the CBIND request or response.

Upon receiving such a request, the gateway providing the
connectivity probe SHALL transmt LTEST nessages at the specified
interval. The first message SHALL be sent as soon as the i FCP
session enters the OPEN state. LTEST nessages SHALL NOT be sent
when the i FCP session is not in the OPEN state.

An | FCP session SHALL be aborted as described in section 5.2.3.2
i f:

a) The contents of the LTEST nessage are incorrect, or

b) An LTEST nessage is not received within twice the specified
interval or the i FCP session has been qui escent for |onger than
tw ce the specified interval

The gateway to receive the LTEST nessage SHALL neasure the
interval for the first expected LTEST nessage from when the
session is placed in the OPEN state. Thereafter, the interval
SHALL be neasured relative to the |ast LTEST nessage received.

To maxim ze |iveness test coverage, LTEST nessages SHOULD fl ow
through all the gateway conponents used to enter and retrieve fibre
channel franmes fromthe |IP network, including the nechanisns for
encapsul ati ng and de-encapsul ating fi bre channel franes.

In addition to nonitoring a session, information in the LTEST
nmessage encapsul ati on header nay al so be used to conpute an
estimate of network propagation delay as described in section
8.2.1. However, the propagation delay limt SHALL NOT be enforced
for LTEST traffic.
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5.2.2.4

5.

5.

2.

2.

Use of TCP Features and Settings

February 2002

This section describes ground rules for the use of TCP features in

an i FCP sessi on.

The core TCP protocol

is defined in [ RFC793].

TCP i npl enentation requirenents and guidelines are specified in

[ RFC1122] .

Segnment

(Nagl e)

W apped
Sequence
Protection
( PAWS)

[ RFC1122]
(di scussi on)

RFC
St at us

Pr oposed
St andar d

Pr oposed
St andar d

Usage of Opti onal

Peer-w se
agr eement
requi red?

Level

Shoul d not
use

Shoul d not
use

TCP Feat ures

The foll owi ng sections describe these options in greater detail.

2.4.1

Keep Alive speeds the detection and cl eanup of dysfunctional

Keep Alive

TCP

connections by sending traffic when a connecti on would ot herw se be

idle.

In order to test the device nore conprehensively,
may i npl enment an equi val ent keep
Al ternatively,

applications,

such as storage,
alive function at the FCG 4 | evel .

The issues are discussed in [RFC1122].

fi bre channel

periodic |liveness

test nessages nmay be issued as described in section 5.2.2.3.
Because of these nore conprehensive end-to-end nechani sns and the

consi derations described in [RFC1122],

| ayer shoul d not be inpl enent ed.

2.4.2

The Nagl e al gorithm described in [ RFC896]
segnents by delaying transmi ssion in order to
In i FCP

over head of snal

"Tiny' Segnent Avoi dance (Nagle)

keep alive at the transport

is designed to avoid the

aggl onerate transfer requests into a |arge segment.

snmal |
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5.

5.

5.

5.

2.

2.

2.

2.

transm ssion delay of the Nagle algorithm my decrease 1/0O
t hroughput. Therefore, the Nagle algorithm should not be used.

2.4. 3 W ndow Scal e

W ndow scaling, as specified in [RFCL1323], allows full utilization
of links with |arge bandw dth - delay products and shoul d be
supported by an i FCP i npl enent ati on.

2.4.4 Wapped Sequence Protection (PAWS)

TCP segnents are identified wwth 32-bit sequence nunbers. In
networks with |large bandwi dth - delay products, it is possible for
nore than one TCP segnent with the sane sequence nunber to be in
flight. In iFCP, receipt of such a sequence out of order may cause
out-of-order frame delivery or data corruption. Consequently, this
feature SHOULD be supported as described in [ RFC1323].

3 Term nating an i FCP Sessi on

An i FCP session SHALL be term nated or aborted in response to one
of the foll ow ng events:

a) An LS RJIT response is returned to the gateway that issued the
PLOE@ ELS. The gateway SHALL forward the LS RIJT to the | oca
N _PORT and conplete the session as described in section
5.2.3. 1.

b) An ACC received froma renpte device in response to a LOGO The
gateway SHALL forward the ACC to the | ocal N _PORT and conplete
the session as described in section 5.2.3.1

c) For an FC frame received fromthe I P network, a gateway detects
a CRC error in the encapsul ati on header. The gateway shal
abort the session as described in section 5.2.3.2.

d) The TCP connection associated with the login session fails for
any reason. The gateway detecting the failed connection shal
abort the session as described in section 5.2.3. 2.

Upon term nating an i FCP session, the i FCP session descriptor SHALL
be del eted. The disposition of the associated TCP connection is
described in sections 5.2.3.1 and 5. 2. 3. 2.

3.1 i FCP Session Conpletion

An i FCP session is conpleted in response to a rejected PLOQ
request as described in section 5.2.3 or a successful LOGO ELS.

The gateway receiving one of the above responses SHALL issue an
Unbi nd session control ELS as described in section 6. 2.
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5. 2.

5.3

5.4

In response to the Unbind nessage, either gateway nay choose to
cl ose the TCP connection or return it to a pool of unbound
connecti ons.

3.2 Aborting an i FCP Sessi on

An i FCP session SHALL be aborted if the TCP connection is
spont aneously term nated or whenever one of the follow ng occurs:

a) An encapsulation error is detected as described in section
5.4.3.

b) The gateway receives an encapsul ated frane from a gat eway
operating in an inconpatible address translation node as
specified in section 4.7.3 or 4.6. 2.

In any event, the TCP connection SHOULD be termnated with a
connection reset (RST). |If the local N PORT has |ogged in to the
renote N PORT, the gateway SHALL send a LOG to the |ocal N _PORT.

| ANA Consi derations
The | ANA-assigned port for 1 FCP traffic is port nunber 3420.
An i FCP Portal may initiate a connection using any TCP port nunber
consistent with its inplenentation of the TCP/IP stack, provided
each port nunber is unique. To prevent the receipt of stale data
associated with a previous connection using a given port nunber,
the provisions of [RFC1323], Appendi x B SHOULD be observed.
Encapsul ation of Fi bre Channel Franes
This section describes the i FCP encapsul ation of fibre channel
frames. The encapsul ation is based on the common encapsul ati on
format defined in [ ENCAP].

The format of an encapsul ated frane is shown bel ow

o e e e e e e aa oo +

| Header |

o e e e e e e a oo oo - - +
I SOF | f
A T + Fr |
| FC frane content | C a |
Fom e e e oo + m |
I EOF | e
o e e e e e e oo - - - +
Figure 13 -- Encapsul ati on Format

The encapsul ati on consists of a 7-word header, an SCOF delimter
word, the FC frame (including the fibre channel CRC), and an ECF
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delimter word. The header and delimter formats are described in
the foll om ng sections.

When operating in Address Transl ation node, (see section 4.7) the
i FCP gateway must recal cul ate the fibre channel CRC

5.4.1 Encapsul ati on Header For nat

1 e Bit--------ommme e |
0
r|3 322222222221111111111 I
d10987654321098765432109876543210|
e —— S TR S S +
0] Pr ot ocol # | Ver si on | -Protocol # | - Ver si on |
e —— e e e +
1] Reserved (nust be zero) |
T S S S +
2| LS_COMVAND | 1 FCP Flags | SOF | EOF |
. T . T +
3| Fl ags | Frame Length | -Flags | -Frame Length |
T T . T +
4| Time Stanp [integer] |
T N NI +
5] Tinme Stanp [fraction] |
T T T T T I R L +
6] CRC |
T T T T T I T T TSI +

Common Encapsul ati on Fi el ds:
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Pr ot ocol # | ANA- assi gned protocol nunber
identifying the protocol using the
encapsul ation. For iFCP the value is

(/TBD/) .
Ver si on Encapsul ati on version
- Prot ocol # Ones conpl enent of the protocol #
- Ver si on Ones conpl enent of the version
Fl ags Encapsul ation flags (see 5.4.1.1)
Frame Length Contains the length of the entire FC

Encapsul ated franme including the FC
Encapsul ati on Header and the FC frane
(i ncluding SOF and EOF words) in units
of 32-bit words.

- Fl ags Ones-conpl enent of the Flags field.
-Franme Length Ones-conpl enent of the Frane Length
field.

Time Stanp [integer] Integer conponent of the frane tine
stanp in SNTP format [RFC2030].

Ti me Stanp Fracti onal conponent of the tine stanp
[fraction] in SNTP format [ RFC2030].
CRC Header CRC. MJST be valid for i FCP.

The time stanp fields are used to enforce the limt on the
lifetine of a fibre channel frane as described in section
8.2.1.

i FCP-specific fields:
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LS_COVMVAND

i FCP Fl ags
SCOF

ECF

February 2002

For a special link service ACC
response to be processed by i FCP, the
LS COWAND field SHALL contain bits 31
through 24 of the LS COMVAND to which
the ACC applies. Otherw se the
LS COWAND field shall be set to zero.

I FCP-specific flags (see bel ow)

Copy of the SOF delimter encoding
(see section 5.4.2)

Copy of the EOF delimter encoding
(see section 5.4.2)

The i FCP flags word has the follow ng fornmat:

| 23 22
. S -
|
. S -
i FCP Fl ags:
SES 1=
TRN 1=
0 =
SPC 1=

----------- Bit------mmmmm e 1]
21 20 19 18 17 16

S - S - . - S - . - . - +

Reserved | SES | TRN | SPC

. - S - . - . . . +
Figure 14 -- i FCP Flags Wrd

Session control frame (TRN and SPC MUST be
0)

Addr ess transparent node enabl ed
Address transl ati on node enabl ed
Frane is part of a link service nessage

requiring special processing by i FCP prior
to forwarding to the destination N _PORT.

5.4.1.1 Common Encapsul ati on Fl ags

The i FCP usage of

Moni a et - al

the comon encapsul ation flags is shown bel ow
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For i FCP, the CRC field MJUST be valid and CRCV MJST be set to one.
5.4.2 SOF and EOF Delimter Fields

The format of the delimter fields is shown bel ow.

| e Bit---------mmmm - |
g I
rij3322222222221111111111 |
d1098765432109876543210987654321DQ0|
T e Y +
0] SOF | SOF | - SOF | - SOF |
T T Y +
1| I
oo FC frame content  ----- +
I I
. e Y +
n| EOF | EOF | - EOF | - EOF |
. T Y +
Figure 15 -- FC Franme Encapsul ati on For nat

SOF (bits 31-24 and bits 23-16 in word 0): i FCP uses the
foll ow ng subset of the SOF fields described in [ ENCAP].

S o e oo +
FC

SOF SOF Code

B e +
SOFi 2 0x2D
SOFn2 0x35
SOFi 3 Ox2E
SOFn3 0x36

Fommea o . +

Table 2-- Transl ation of FC SOF Values to SOF Field Contents

-SOF (bits 15-8 and 7-0 in word 0): The -SCF fields contain the
ones conpl enent of the value in the SOF fields.

EOF (bits 31-24 and 23-16 in word n): iFCP uses the follow ng
subset of EOF fields specified in [ ENCAP].
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5. 4.

5. 4.

S IR Fomemmeeaa +
| FC |

| EOF | EOF Code |
S IR I +
| EOFn | 0x41 |
| EOFt | 0x42 |
S R R +

Table 3 -- Translation of FC ECF Values to EOF Field Contents

-EOF (bits 15-8 and 7-0 in word n): The -ECF fields contain the
one's conplenent of the value in the EOF fields.

i FCP i npl enentati ons SHALL pl ace a copy of the SOF and EOF
delimter codes in the appropriate header fields.

3 Frame Encapsul ation

A fibre channel Franme to be encapsul ated MJST first be validated as
described in [FGFS]. Any franmes received froma locally attached
fi bre channel device that do not pass the validity tests in [FC FS]
SHALL be di scarded by the gateway.

Foll ow ng frame validation, the SIDand DID fields in the frane
header SHALL be referenced to | ookup the i FCP session descri ptor
(see section 5.2.2.2). If no i FCP session descriptor exists, the
frame SHALL be di scarded.

Franes types submtted for encapsulation and forwarding on the IP
networ k SHALL have one of the SOF delimters in Table 2 and an EOF
delimter fromTable 3. OQher valid franme types MJST be processed
internally by the gateway as specified in the appropriate fibre
channel specification.

Prior to submtting a frame for encapsul ation, a gateway in address
transl ati on node SHALL replace the D ID address, and, if processing
a special link service nessage requiring the inclusion of

suppl enental data, SHALL format the frame payl oad and add the

suppl enental information as specified in section 7.1. The gateway
SHALL then cal cul ate a new FC CRC on the reformatted frane.

A gateway in address transparent node MAY encapsul ate and transmt
the frame i mage w thout recal culating the FC CRC

The frame originator MUST then create and fill in the header and
the SOF and ECF delimter words as specified above.

4 Frame De-encapsul ation

The receiving gateway SHALL perform de-encapsul ati on as foll ows:
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Upon receiving the encapsul ated frame, the gateway SHALL check the
header CRC. If the header CRCis invalid, the gateway SHALL
termnate the i FCP session as described in section 5.2.3.2.

After validating the header CRC, the receiving gateway SHALL verify
the frame propagati on delay as described in section 8.2.1. If the
propagation delay is too long, the frame SHALL be di scarded.

O herwi se, the gateway SHALL check the SOF and ECF in the
encapsul ati on header. A franme SHALL be discarded if it has an SOF
code that is not in Table 2 or an ECF code that is not in Table 3.

The gateway shall then de-encapsulate the frame. |[If operating in
address transl ati on node, the gateway SHALL:

a) Check the FC CRC and discard the frame if the CRCis invalid.

b) Lookup the i FCP session descriptor using the TCP connection
context and DID in the frame header. |If no i FCP session
descriptor exists, the frame SHALL be di scarded.

c) If operating in address transl ation node, replace the S IDwth
the N _PORT alias obtained fromthe i FCP sessi on descri ptor.

d) If processing a special link service nessage, replace the frane
Wi th a copy whose payl oad has been nodified as specified in
section 7.1.

The de-encapsul ated frane SHALL then be delivered to the N PORT
specified in the DID field. |If the frame contents have been
nodi fi ed by the receiving gateway, a new FC CRC SHALL be

cal cul at ed.

6. TCP Sessi on Control Messages
TCP session control nessages are used to create and nmanage an i FCP
session as described in section 5.2.2. They are passed between peer
i FCP Portals and are only processed within the i FCP | ayer.

The nmessage format is based on the fibre channel extended I|ink
servi ce nessage tenpl ate shown bel ow
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Wor d
31<Bits>24 23<--------------- Bits----------c-mmme e >0
T T +
0] RCTL | D ID [0x00 00 00]
| [Req = 0x22]| [Destination of extended |ink Service request] |
| [Rep = 0x23] |
Femmemmemaaa T N e +
1] CS_CTL | S I D [0x00 00 00] |
| [O0xO0] | [ Source of extended |link service request]
Fommemmmaaa T TS +
2| TYPE [ Ox1] | F _CTL [O] |
R Ty om e e emeeeeeeeieeeaaeaaaa +
3| SEQ ID | DF_CTL [0x00] | SEQ CNT [ 0x00]
| [ 0x0] | I I
Fommememaaa Ty T +
4| OX_I D [ 0x0000] | RX_|1 D_[ 0x0000]
T Femme e e eeeieeeeeaeaeaa +
5 Par anet er
[ 00 00 00 00 ]
T +
6 LS _COVIVAND
[ Session Control Comrand Code]
T +
7
: Addi tional Session Control Paraneters
: (1 f any )
n
e s s s e
n Fi bre Channel CRC
+
l+============—=-=-=-=--=--—---—---—--—---—oC-o--Co-So-S—-——-—-—=—=—=—=—=—==—======+

Figure 16 -- Format of Session Control Message
The LS COVMAND val ue for the response renmains the sane as that used
for the request.
The session control ELS frame is termnated with a fibre channel
CRC. The franme SHALL be encapsul ated and de-encapsul at ed accordi ng
to the rules specified in section 5. 4.

The encapsul ati on header for the link Service frame carrying a
session control nessage SHALL be set as foll ows:

Encapsul ati on Header Fi el ds:
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LS_COVMAND 0
i FCP Fl ags SES =1
TRN = 0
INT =0
SOF code SOFi 3 encodi ng (0x2E)
ECF code EOFt encodi ng (0x42)

The encapsul ation tine stanp words SHALL be set as described for
each nessage type.

The SOF and EOF delimter words SHALL be set based on the SOF and
EOF codes specified above.

The following lists the session control nessages and their
correspondi ng LS COMVAND val ues.

Request LS COMVAND Short Nanme i FCP Support
Connecti on Bi nd OxEO CBI ND REQUI RED
Unbi nd Connecti on OxE4 UNBI ND REQUI RED
Test Connection Liveness OxE5 LTEST REQUI RED
6.1 Connecti on Bi nd ( CBI ND)

As described in section 5.2.2.2, the CBIND nessage and response are
used to bind an N PORT login to a specific TCP connection and
establish an i FCP session. In the CBIND request nessage, the
source and destination N PORTs are identified by their worldw de
port nanes. The tinme stanp words in the encapsul ati on header SHALL
be set to zero in the request and response nessage franes.

The followi ng shows the format of the CBIND request.
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S - S PR - S PR - . I +
| Word | Byte O | Byte 1 | Byte 2 | Byte 3 |

. . . . - +

| O | Cnmd = OxEO | 0x00 | 0x00 | 0x00

Iy P - T . - +

| 1 | LIVENESS TEST | NTERVAL | Addr Mbde | i FCP Ver

| | (Seconds) | I I

. e . - +

| 2 | USER | NFO |

. . s P . S P +

| 3 |

. + SOURCE N_PORT NAME

| 4 |

. I NN +

| 5 |

. + DESTI NATI ON N_PORT NAME

| 6 |

. T T T N . +

Addr Mode: The addressi ng node of the originating

gateway. O = Address Translation node, 1 =
Addr ess Transparent node.

I FCP Ver: I FCP version nunber. SHALL be set to 1.
LI VENESS TEST If non-zero, requests that the receiving
| NTERVAL.: gateway transmt an LTEST nessage at the

specified interval in seconds. If set to
zero, LTEST nessages SHALL NOT be sent.

USER | NFO Contains any data desired by the requestor.
This informati on MUST be echoed by the
recipient in the CBIND response nessage.

SOURCE N_PORT NANME: The Worl dwi de Port Nanme (WAPN) of the
N PORT locally attached to the gateway
originating the CBIND request.

DESTI NATI ON N_PORT The Worl dwi de Port Nanme (WAPN) of the
NAME: N PORT locally attached to the gateway
recei ving the CBIND request.

The followi ng shows the format of the CBIND response.
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N +
| Word |
N +
| 0 |
N S +
| 1 |
| |
N +
| 2 |
N +
| 3 |
N +
| 4 |
N +
| 5 |
N +
| 6 |
N +
| 7 |
N +
| 8 |
N +

Moni a et - al

February 2002

------------ T
Byte O | Byte 1 | Byte 2 | Byte 3
------------ N L T .

Crd = OXEO | 0x00 | 0x00 | 0x00
------------ S L T
LI VENESS TEST | NTERVAL | Addr Mode | i FCP Ver

( Seconds) | |
_________________________ 5
USER | NFO
------------ T T
SOURCE N_PORT NAME
DESTI NATI ON N_PORT NAME
_________________________ o e e e e e e e e e e e e e e e -
Reserved | CBI ND St at us
_________________________ o e e e e e e e e e e e e e e e -
Reserved | CONNECTI ON HANDLE
_________________________ o e e e e e e e e e e e e e e - =

Total Length = 36
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Addr Mode: The address transl ati on node of the
respondi ng gateway. 0 = Address
Transl ati on node, 1 = Address Transparent

node.
I FCP Ver: I FCP version nunber. Shall be set to 1.
LI VENESS TEST If non-zero, requests that the gateway
| NTERVAL.: recei ving the CBIND RESPONSE transmt an

LTEST nessage at the specified interval in
seconds. If zero, LTEST nessages SHALL NOT
be sent.

USER | NFO Echoes the value received in the USER | NFO
field of the CBIND request nessage.

SOURCE N_PORT NANME: Contains the Worl dwi de Port Nanme (WAPN) of
the N PORT |ocally attached to the gateway
i ssuing the CBIND request.

DESTI NATI ON N_PORT Contains the Worl dw de Port Nanme (WAPN) of
NAME: the N PORT |ocally attached to the gateway
i ssuing the CBIND response.

CBI ND STATUS: I ndi cat es success or failure of the CBI ND
request. CBIND val ues are shown bel ow.

CONNECTI ON HANDLE: Contains a val ue assigned by the gateway to
identify the connection. The connection
handl e is required when issuing the UNBI ND
request.

CBI ND Status Description

0 Successful — No other status

1 - 15 Reserved
16 Fai |l ed — Unspecified Reason
17 Fail ed — No such device
18 Fail ed — N _PORT session already exists
19 Fai |l ed — Lack of resources
20 Fail ed - Inconpatible address transl ati on node
21 Failed - Incorrect protocol version nunber

O hers Reserved

6.2 Unbi nd Connecti on ( UNBI ND)

UNBIND i s used to rel ease a bound TCP connection and. optionally,
return it to the pool of unbound TCP connections. This nessage is
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transmtted in the connection that is to be unbound.
stanp words in the encapsul ati on header shal
request and response nessage franes.

The tine
be set to zero in the

The followng is the format of the UNBIND request nessage.

S I S PR - S PR - I S P +
| Word | Byte O | Byte 1 | Byte 2 | Byte 3 |
. . . . T +
| O | Cnd = OxE4 | 0x00 | 0x00 | 0x00 |
. . . . - +
| 1 | USER | NFO |
. . s P . S P +
| 2 | Reserved | CONNECTI ON HANDLE |
. . s P e +
| 3 | Reserved |
. . e . S . I +
| 4 | Reserved |
. . e . S +
USER | NFO Contains any data desired by the requestor.

CONNECTI ON HANDLE

The follow ng shows t

This informati on MUST be echoed by the
recipient in the UNBIND response nessage.

Cont ai ns the gat eway-assi gned value from
the CBI ND request.

he format of the UNBIND response nessage.

- e . e . S +
| Word | Byte O | Byte 1 | Byte 2 | Byte 3 |
. . . . - +
| O | Cnd = OxE4 | 0x00 | 0x00 | 0x00 |
. . - . - +
| 1 | USER | NFO |
- e e e e oo o e e e e a oo e e oo o - S +
| 2 | Reserved | CONNECTI ON HANDLE |
- e e e e oo o e e e e a oo e e oo o - S +
| 3 | Reserved |
- e e e e oo o e e e e a oo e e oo o - S +
| 4 | Reserved |
- e e e e oo o e e e e a oo e e oo o - S +
| 5 | Reserved | UNBI ND STATUS |
I e e e e oo o e e e e o m oo Fom e oo o - S +
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USER | NFO Echoes the value received in the USER | NFO
field of the UNBIND regquest nessage.

CONNECTI ON HANDLE: Echoes t he CONNECTI ON HANDLE specified in
the UNBI ND request nessage.

UNBI ND STATUS: I ndi cates the success or failure of the
UNBI ND request as foll ows:

Unbi nd Status Description

0 Successful — No ot her status
1 - 15 Reser ved
16 Fai |l ed — Unspecified Reason
18 Fail ed — Connection ID Invalid
O hers Reser ved
6.3 LTEST -- Test Connection Liveness

The LTEST nessage is sent at the interval specified in the CBIND
request or response payload. The LTEST encapsul ation tinme stanp
SHALL be set as described in section 8.2.1 and may be used by the
receiver to conpute an estimate of propagation delay. However, the
propagation delay Iimt SHALL NOT be enforced.
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S I S S S . S IR +
| Word | Byte O | Byte 1 | Byte 2 | Byte 3 |
- Femmemmee e Fommeemee e . Hemmemaena +
| O | Cnmd = OXE5 | 0x00 | 0x00 | 0x00
- - - . - +
| 1 | LI'VENESS TEST | NTERVAL | Reserved |
| | ( Seconds) | |
- S . T +
| 2 | COUNT |
- - S I S I TR +
| 3 |

. + SOURCE N_PORT NAME

| 4 |

- R e N +
| 5 |

- + DESTI NATI ON N_PORT NAME

| 6 |

E D e S +

LI VENESS TEST
| NTERVAL:

COUNT:
SOURCE N_PORT NANME:
DESTI NATI ON N_PORT

NANE:

7. Fi bre Channel

Link services provide a set of fibre channel
i nformation or
functi on.

port to send control
a specific control

There are three types of

a) Basic

b) Extended

Copy of the LIVENESS TEST | NTERVAL
specified in the CBIND request or
nmessage.

reply

initialized
each

Monot oni cal Iy i ncreasi ng val ue,
to 0 and increnented by one for
successi ve LTEST nessage.

Contains a copy of the SOURCE N PORT NAME
specified in the CBIND request.

Contains a copy of the DESTI NATI ON N_PORT
NAME specified in the CBIND request.

Li nk Servi ces

functions that allow a
request another port to perform

link services:

c) ULP-specific (FC4)

Each link service nessage (request and reply)

channel sequence,

Moni a et - al

is carried by a fibre

and can be segnented into rmultiple franes.
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7.

1

The i FCP Layer is responsible for transporting link service
messages across the I P network. This includes mapping Link Service
nmessages appropriately fromthe donmain of the fibre channel
transport to that of the IP network. This process may require
speci al processing and the inclusion of supplenental data by the

i FCP | ayer.

Each link service MJIST be processed according to one of the
foll ow ng rul es:

a) Transparent — The link service nessage and reply MJST be
transported to the receiving N PORT by the i FCP gateway w t hout
altering the message payl oad. The link service nessage and reply
are not processed by the i FCP i npl enent ati on.

b) Special - Applies to alink service reply or request requiring
I FCP intervention before forwarding to the destination N _PORT.
Such nessages may contain fibre channel addresses in the payl oad
or may require other special processing.

c) Rejected — Wen issued by a locally attached N _PORT, the
specified link service request MJST be rejected by the i FCP
i npl emrent ati on. The gateway SHALL respond to a rejected link
servi ce nessage by returning an LS RJT response with a Reason
Code of 0xO0B (Conmmand Not Supported) and a Reason Code
Expl anati on of OxO (No Additional Explanation).

This section describes the processing for special |ink services,
i ncludi ng the manner in which supplenental data is added to the
nmessage payl oad.

Appendi x A enunerates all link services and the i FCP processing
policy that applies to each.

Speci al Link Service Messages

Special link service nmessages require the intervention of the i FCP
| ayer before forwarding to the destination N PORT. Such
intervention is required in order to:

a) Service any link service nessage that requires special handling,
such as a PLOG .

b) In address translation node only, service any |ink service
nmessage that has an N _PORT address in the payl oad.

Such nmessages SHALL be transmitted in a fibre channel frame having
the format shown in Figure 17 for extended |ink services or Figure
18 for FC-4 |link services.:
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Wor d
31 24 23 0
T T +
0] RCTL DID |
[ Req = 0x22]|[Destination of extended |link Service request] |
[ Rep = 0x23] |
Femmemmemaaa T N e +
1] CS_CTL S ID |
[ Source of extended |link service request] |
Fommememaaa T e +
2| TYPE F _CTL |
[ Ox01] |
Fommememaaa T e Fom e e emeeeeeeeieeeaaeaaaa +
3] SEQ ID | DF_CTL | SEQ CNT |
Fommemmmaaa Ty T +
4| OoX ID | RX_I D |
T T +
5 Par anet er
[ 00 00 00 00 ]
T T +
6 LS _COVIVAND
[ Ext ended Link Service Comrand Code]
g +
7
: Addi ti onal Service Request Paraneters
: (1 f any )
n
T +

Figure 17 -- Format of an Extended Link Service Frane
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Wor d
31 24 23 0
T T +
0] RCTL DID
[ Reg = 0x32] [ Destination of FC-4 link Service request]
[ Rep = 0x33]
Femmemmemaaa T N e +
1] CS_CTL S ID
[ Source of FC-4 link service request]
Fommememaaa T e +
2| TYPE F _CTL
(FC- 4
specific)
Fommememaaa Ty Fom e e emeeeeeeeieeeaaeaaaa +
3] SEQ ID | DF_CTL | SEQ CNT |
Fommemmemaaa Ty Fom e e emeeeeeeeieeeaaeaaaa +
4| oX ID | RX_I D |
T e Ty T +
5 Par anmet er
[ 00 00 00 00 ]
T T +
6 LS _COVIVAND
[ FCG-4 Link Service Conmmand Code]
T +
7
: Addi ti onal Service Request Paraneters
: (1 f any )
n
T +
Figure 18 -- Format of an FC-4 Link Service Frane
7.2 Li nk Services Requiring Payl oad Address Transl ation

This section describes the handling for link service franes
contai ning N PORT addresses in the franme payload. Such addresses
SHALL only be transl ated when the gateway is operating in address
transl ati on node. When operating in address transparent node,

t hese addresses SHALL NOT be translated and such link service
messages SHALL NOT be sent as special franmes unless other
processing by the i FCP |l ayer is required.

Suppl enmental data includes information required by the receiving
gateway to convert an N _PORT address in the payload to an N _PORT
address in the receiving gateway’ s address space. The follow ng
rules define the manner in which such suppl enental data shall be
packaged and referenced.

For an N _PORT address field, the gateway originating the frame MJST

set the value in the payload to identify the address transl ation
type as foll ows:
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0x00 00 01 — The gateway receiving the frame fromthe IP
network MUST replace the contents of the field with the N _PORT
alias of the frame originator. This translation type MJST be
used when the address to be converted is that of the source
N_PORT.

0x00 00 02 — The gateway receiving the frame fromthe |IP
network MUST replace the contents of the field with the N PORT
I D of the destination N PORT. This translation type MJST be
used when the address to be converted is that of the
destination N _PORT

0x00 00 03 — The gateway receiving the frame fromthe |IP
network MUST reference the specified supplenental data to set
the field contents. The supplenental information is the 64-bit
world wide identifier of the N PORT as set forth in the fibre
channel specification [FGFS]. If not otherw se part of the
link service payload, this informati on MJST be appended in
accordance with the applicable |ink service description. Unless
specified otherwise, this translation type SHALL NOT be used if
the address to be converted corresponds to that of the frane
ori gi nator or recipient.

Since fibre channel addressing rules prohibit the assignnment of
fabric addresses with a domain I/D of 0, the above codes will never
correspond to valid N _PORT fabric |Ds.

For translation type 3, the receiving gateway SHALL obtain the
information needed to fill in the field in the link service frane
payl oad by converting the specified N PORT worl dw de identifier to
a gateway | P address and N PORT ID. This information MJST be
obt ai ned through an i SNS nane server query. |If the N PORT is

| ocally attached, the gateway MJUST fill in the field with the
N PORT ID. If the NPORT is renotely attached, the gateway MJST
fill inthe field with the N PORT alias obtained fromthe renote

N _PORT descriptor (see section 5.2.2.1).

I f the sendi ng gateway cannot obtain the worldw de identifier of an
N PORT, or the receiving gateway's i SNS query is unsuccessful, the
gateway detecting the error SHALL term nate the request with an

LS RJT nessage as described in [FCFS]. The Reason Code SHALL be
set to Ox07 (protocol error) and the Reason Expl anation SHALL be
set to Ox1F (Invalid N PORT identifier).

Suppl enrental data is sent with the link service request or ACC
frames in one of the foll ow ng ways:

a) By appending the necessary data to the end of the link service
frame.

b) By extending the sequence with additional frames.
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In the first case, a new frane SHALL be created whose | ength

i ncl udes the supplenental data. The procedure for extending the
link service sequence with additional frames is dependent on the
link service type.

After applying the supplenental data, the receiving gateway SHALL
forward the resulting link service franes to the destination N _PORT

with the suppl enenta

When the ACC response requires i FCP intervention,

informati on renoved.

gateway MUST act as a proxy for the originator,
needed to process the response fromthe N PORT to which the request

was directed.

Fi bre Channel

Link Services Processed by i FCP

the receiving
retaining the state

The foll owi ng Extended and FC-4 Link Service Messages nmust receive
speci al processing.

Ext ended Link Service Messages LS COMVAND Vhenoni ¢
Abort Exchange 0x06 00 00 00 ABTX

Di scover Address 0x52 00 00 00 ADI SC
Di scover Address Accept 0x02 00 00 00 ADI SC ACC
FC Address Resol ution Protocol 0x55 00 00 00 FARP- REPLY
Repl y

FC Address Resol uti on Protocol 0x54 00 00 00 FARP- REQ
Request

Logout 0x05 00 00 00 LOGO
Port Login 0x30 00 00 00 PLOG
Read Exchange Status Bl ock 0x08 00 00 00 RES
Read Exchange Status Bl ock 0x02 00 00 00 RES ACC
Accept

Read Link Error Status Bl ock OxOF 00 00 00 RLS
Read Sequence Status Bl ock 0x09 00 00 00 RSS
Rei nst ate Recovery Qualifier 0Ox12 00 00 00 RRQ
Request Sequence Initiative Ox0A 00 00 00 RSI
Third Party Process Logout 0x24 00 00 00 TPRLO
Third Party Process Logout 0x02 00 00 00 TPRLO ACC
Accept

FC-4 Link Service Messages LS COMVAND Mhenoni ¢
FCP Read Exchange Conci se 0x13 00 00 00 REC
FCP Read Exchange Conci se 0x02 00 00 00 REC ACC

Accept

Each encapsul ated fi bre channel

frame that

is part of a special

link service MIST have the SPC bit set to one in the i FCP FLAGS
field of the encapsul ati on header as specified in section 5.4.1.
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Suppl enental data (if any) MJST be appended as described in the
foll ow ng section.

The formats of each special |ink service nessage, including

suppl enment al data where applicable, are shown in the follow ng
sections. Each description shows the basic format, as specified in
the applicable FC standard, followed by supplenental data as shown
in the exanpl e bel ow

Heeaen- S I S I S I TR +

| Word | Bits 31-24 | Bits 23-16 | Bits 15-8 | Bits 7-0 |

- - . . - +

| O | LS COMVAND |

- - S S I TR +
1

n
‘===t == === ===+
n+1
: Suppl enent al Dat a
: (i f any)
n+k
bl bbb
Figure 19 -- Special Link Service Frame Payl oad

7.3.1 Speci al Extended Link Services

The follow ng sections define extended |ink services for which
speci al processing is required.

7.3.1.1 Abort Exchange (ABTX)

ELS For mat:

F-m o - e e e oo oo o e e e e m oo e e oo o - S +
| Word | Bits 31-24 | Bits 23-16 | Bits 15-8 | Bits 7-0 |
- e e e oo oo o e e +
| O | Cd = Ox6 | 0x00 | 0x00 | 0x00
- e e e e oo o e e e e m oo e e oo o - T +
| 1 | RRQ Status | Exchange Originator S ID
- e e e e oo Sy S +
| 2 | OX_ I D of Tgt exchange | RX_I D of tgt exchange
- L +
| 3-10 | Optional a5500|at|on header (32 bytes |
B bt gt gy "y ——_—— ey
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Fi el ds Requiring Transl ati on Suppl enent al Data
Address Transl ati on Type (see (type 3 only)
------------------- section 7.2) R

Exchange Ori gi nat or 1, 2 N A
SID
O her Speci al Processing:
None
7.3.1.2 Discover Address (ADI SC)
Format of ADI SC ELS:

S - e . e . . S +
| Word | Bits 31-24 | Bits 23-16 | Bits 15-8 | Bits 7-0 |
. . . . - +
| O | Cnmd = 0x52 | 0x00 | 0x00 | 0x00 |
. . . . - +
| 1 | Reserved | Hard address of ELS Origi nator |
. . . . - +
| 2-3 | Port Nane of Oiginator |
. . e . S +
| 4-5 | Node Nane of origi nator |
. . e . S +
| 6 | Rsvd | N_PORT ID of ELS Oiginator |
‘===t === === ===+
Fi el ds Requiring Transl ati on Suppl enent al Dat a
Address Transl ati on Type (see (type 3 only)

------------------- section 7.2)

N _PORT I D of ELS 1 N A
Origi nat or

O her Speci al Processing:
The Hard Address of the ELS originator SHALL be set to O.
7.3.1.3 Discover Address Accept (ADI SC ACC)
Format of ADI SC ACC ELS:
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7.

3.

S I S S S . S IR +
| Word | Bits 31-24 | Bits 23-16 | Bits 15-8 | Bits 7-0 |
- Femmemmeeaaa Femmemmee e . - +
| O | Cmd = 0x20 | 0x00 | 0x00 | 0x00 |
- - - . - +
| 1 | Reserved | Hard address of ELS Ori gi nator |
- - - S I S TP +
| 2-3 | Port Nanme of Oigi nator |
- - S I S I TR +
| 4-5 | Node Nane of origi nator |
- - S I S I TR +
| 6 | Rsvd | N_PORT ID of ELS Originator |
‘===t ===t =4 === ===+
Fi el ds Requiring Transl ati on Suppl enent al Dat a
Address Transl ation Type (see (type 3 only)

------------------- section 7.2)

N _PORT I D of ELS 1 N A

Origi nat or

O her Speci al Processing:

The Hard Address of the ELS originator SHALL be set to O.

1.4 FC Address Resolution Protocol Reply (FARP-REPLY)
The FARP-REPLY ELS is used in conjunction with the FARP-REQ ELS
(see section 7.3.1.5) to performthe address resol ution services
required by the FG-VI protocol [FC-VI] and the fibre channel
mappi ng of I P and ARP specified in RFC 2625 [ RFC2625] .

Format of FARP- REPLY ELS:
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S I S S S . S IR +
| Word | Bits 31-24 | Bits 23-16 | Bits 15-8 | Bits 7-0 |
- Femmemmeeaaa Femmemmee e . - +
| O | Cmd = Ox55 | 0x00 | 0x00 | 0x00 |
- - - . - +
| 1 | Match Addr | Requesting N PORT ldentifier |
| | Code Points| |
- - . S I TR +
| 2 | Responder | Responding N _PORT ldentifier |
| | Action | |
- - . S I TR +
| 3-4 | Requesting N PORT Port_ Name |
- - S R S RS TR +
| 5-6 | Requesting N_PORT Node_Nane |
- - S R S RS TR +
| 7-8 | Respondi ng N_PORT Port _Name |
E Femmemmeeaea S R Hemmeeaeeas +
| 9-10 | Respondi ng N_PORT Node_Nane |
E - S S R TR +
| 11-14| Requesting N_PORT | P Address |
. Femmemmeeaea S S TR TR +
| 15-18| Respondi ng N_PORT | P Address |
‘===t === === ===+
Fi el ds Requiring Transl ati on Suppl enent al Dat a
Addr ess Transl ati on Type (see (type 3 only)

------------------- section 7.2)

Requesting N_PORT 2 N A
Identifier
Respondi ng N_PORT 1 N A
identifier

O her Speci al Processing:

None.

7.3.1.5 FC Address Resol ution Protocol Request (FARP-REQ

The FARP-REQ ELS is used to in conjunction with the FC VI protocol
[FC-VI] and IP to FC mappi ng of RFC 2625 [ RFC2625] to perform I P
and FC address resolution in an FC fabric. The FARP-REQ ELS is
usually directed to the fabric broadcast server at well-known
address OxFF-FF-FF for retransm ssion to all attached N _PORTs.
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Section 9.4 describes the i FCP i npl enentati on of FC broadcast

server functionality in an i FCP fabric.

Format of FARP_REQ ELS

S T S S I S I TR +
| Word | Bits 31-24 | Bits 23-16 | Bits 15-8 | Bits 7-0 |
- - . . - +
| O | Crd = 0x54 | 0x00 | 0x00 | 0x00 |
- - - . Hemmemaenas +
| 1 | Match Addr | Requesting N _PORT ldentifier |
| | Code Points| |
- - . S I TR +
| 2 | Responder | Responding N _PORT ldentifier |
| | Action | |
- - . S I TR +
| 3-4 | Requesting N_PORT Port_Nane |
E - S S R TR +
| 5-6 | Requesting N_PORT Node_Nane |
E - S S R TR +
| 7-8 | Respondi ng N_PORT Port _Nane |
. Femmemmeeaea S S R TR +
| 9-10 | Respondi ng N_PORT Node_Nane |
Hemmem- Hemmmmmeeaea Hemmmmmee e Hemmmmmeeaa TR +
| 11-14| Requesting N_PORT | P Address |
Hemmem- Hemmmmmee e Hemmmmmeeaea Hommmmeeeaa TR +
| 15-18| Respondi ng N_PORT | P Address |
‘===t === === ===+
Fi el ds Requiring Transl ati on Suppl enent al Dat a

Addr ess Transl ati on

Type (see
section 7.2)

Requesting N_PORT 3
Identifier
Respondi ng N_PORT 3
Identifier
O her Speci al Processing:
None.
7.3.1.6 Logout (LOGO

ELS For nat:

Moni a et -al. St andards Track

(type 3 only)

Requesti ng N_PORT
Port Name

Respondi ng N_PORT
Port Name
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S - S PR - S PR - . I +
| Word | Bits 31-24 | Bits 23-16 | Bits 15-8 | Bits 7-0 |
. . . . - +
| O | Cmd = Ox5 | 0x00 | 0x00 | 0x00 |
Iy P - T . - +
| 1 | Rsvd | N_PORT | D being | ogged out

Iy P - P - . Fomememaaa +
| 2-3 | Port nane of the LOGO originator (8 bytes) |
‘=== === === ===+

This ELS shall always be sent as an augnented ELS regardl ess of the
transl ation node in effect.

Fi el ds Requiring Transl ati on Suppl enent al Dat a
Address Transl ati on Type(see (type 3 only)
------------------- section 7.2) e

N_PORT | D Bei ng 1 N A
Logged Qut

O her Speci al Processing:

See section 5.2.3.1.

7.3.1.7 Port Login (PLOAd) and PLOG ACC

A PLOE ELS establishes fibre channel communi cati ons bet ween two
N PORTs and triggers the creation of an i FCP session if one does
not exi st.

The PLOG request and ACC response carry information identifying
the originating N PORT, including a specification of its
capabilities. |If the destination N _PORT accepts the |ogin request,
it sends an Accept response (an ACC frane with PLOd payl oad),
specifying its capabilities. This exchange establishes the
operating environnent for the two N PORTs.

The following figure is duplicated from|[FC FS], and shows the
PLOE nessage format for both the request and Accept (ACC)

response. An N PORT will reject a PLOA request by transmtting an
LS RJT nessage contai ning no payl oad.
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S I S S S . S IR +
| Word | Bits 31-24 | Bits 23-16 | Bits 15-8 | Bits 7-0 |
- Femmemmeeaaa Femmemmee e . - +
| O | Cmd = 0x3 | 0x00 | 0x00 | 0x00 |
| | Acc = Ox2 | | | |
- . - . - +
| 1-4 | Common Servi ce Paraneters |
- - S I S I TR +
| 5-6 | N_PORT Nane |
- - S S I TR +
| 7-8 | Node Nane |
- - S I S I TR +
| 9-12 | Class 1 Service Paraneters |
- - S I S I TR +
| 13-17 | Class 2 Service Paraneters |
- - S I S I TR +
| 18-21 | Class 3 Service Paraneters |
E Femmemmeeaen S S TR TR +
| 22- 25 | Class 4 Service Paraneters |
E Femmemmeeaen S S TR TR +
| 26- 29 | Vendor Version Level |
‘===t === === ===+

Figure 20 -- Format of PLOG Request and ACC Payl oads

Details of the above fields, including common and cl ass- based
service paraneters, can be found in [FC FS].

Speci al Processing

As specified in section 5.2.2.2, a PLO@ request addressed to a
renotely attached N _PORT MJST cause the creation of an i FCP
session if one does not exist. Oherwse, the PLOG and PLOQ
ACC payl oads MUST be passed transparently to the destination

N PORT using the existing i FCP session. 1In either case, the
SPC bit nust be set in the frame encapsul ati on header as
specified in 5.4.3.

7.3.1.8 Read Exchange Status Bl ock (RES)

ELS For mat:

F-m o - e e e e m oo e e e e oo o e e oo o - S +
| Word | Bits 31-24 | Bits 23-16 | Bits 15-8 | Bits 7-0 |
- e e e e oo o e e e oo o o e e oo o - T +
| O | Cnd 0x13 | 0x00 | 0x00 | 0x00 |
- e e e e oo o e e e e oo o e e oo o - e +
| 1 | Rsvd | Exchange Originator S ID |
I e e e e oo o g e e oo - +
| 2 | O ID | RX_I D |
I e e e e oo o e e e e oo o e oo o - Fom e e oo - +
| 3-10 | Association header (nay be optionally req d) |
R bt gt gy "y ——— gy T
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7.

3.

| 11-12| Port name of the Exchange Originator (8 bytes) |

bty S by e ey ey e pe e ——
Fi el ds Requiring Transl ati on Suppl enent al Data
Address Transl ation Type(see (type 3 only)
------------------- section 7.2) e
Exchange Ori gi nator 1, 2 or 3 Port Nanme of the
SID Exchange Ori gi nator

O her Speci al Processing:
None.
1.9 Read Exchange Status Bl ock Accept

Format of ELS Accept Response:

S . T Femmemmee e emmeme e Femmemeaa - +
| Word | Bits 31-24 | Bits 23-16 | Bits 15-8 | Bits 7-0 |
. Femmemm e Femmemmeeea Femmeme e T +
| O | Acc 0x02 | 0x00 | 0x00 | 0x00 |
. Femmemm e Feememm e Femmeme e T +
| 1 | oX ID | RX_I D |
. Femmemm e Femmeme e Femmeme e Femmeme e +
| 2 | Rsvd | Exchange C}|g|nator N PORT ID
. Femmemm e e ™ Femmemeae - +
| 3 | Rsvd | Exchange Responder N PORT ID |
. Femmemm e e T Femmemeae - +
| 4 | Exchange St at us B|ts |
. Femmemm e T emmemeaeaa emmeme e +
| 5 | Reserved |
. Femmemmeeaaa emmeme e emmemeaeaa emmeme e +
6—n Servi ce Paraneters and Sequence Statuses
as descr|bed in [FCS

n+1- Port nane of t he Exchange Originator (8 bytes)

n+2
R bt gt gy gy ey —_——

n+3- Port nanme of the Exchange Responder (8 bytes)

n+4
R bt gt gy gy ey —_——
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Fi el ds Requiring Transl ati on Suppl enment al Dat a
Address Transl ati on Type(see (type 3 only)
------------------- section 7.2)

Exchange Ori gi nat or 1, 2 or 3 Port Nane of the
N PORT I D Exchange Ori gi nator
Exchange Responder 1, 2 or 3 Port Nanme of the
N PORT I D Exchange Responder

When supplenental data is required, the ELS SHALL be extended by 4
words as shown above. |If the translation type for the Exchange
Originator N PORT I D or the Exchange Responder N PORT IDis 1 or 2,
the correspondi ng 8-byte port nane SHALL be set to all zeros.

O her Speci al Processing:
None.
7.3.1.10 Read Link Error Status (RLS)

ELS For mat:

S . T Femmemeeeaa T Femmemeae - +

| Word | Bits 31-24 | Bits 23-16 | Bits 15-8 | Bits 7-0 |
. Foememmeeea Femmemm e Fommeme e T +

| O | Crd = OxOF | 0x00 | 0x00 | 0x00 |
. Foememmeeea Feememm e Fommemeeaa T +

| 1 | Rsvd | N_PORT Identifier |
‘===t === === ===+

| 2-3 | Port name of the N _PORT (8 bytes) |
‘===t === === ===+

Fi el ds Requiring Transl ati on Suppl enental Data (type
Address Transl ati on Type(see 3 only)
------------------- section 7.2)

N PORT ldentifier 1, 2 or 3 Port Nanme of the N _PORT

O her Speci al Processing:
None.
7.3.1.11 Read Sequence Status Bl ock (RSS)
ELS For mat:
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S . T T Femmm e meaa Fomemmaaa - +
| Word | Bits 31-24 | Bits 23-16 | Bits 15-8 | Bits 7-0 |
. Feommemeemaaa Femmememaaa Fommmmemeaa LT +
| O | Cnd 0x09 | 0x00 | 0x00 | 0x00 |
. Fommemeemaaa Femmemeeaaa Feommm e meaa LT +
| 1 | SEQ_ID | Exchange Oiginator S ID |
R . Fommemmeeaaa T R Fomem e ae - +
| 2 | OoX ID | RX_I D |
bty Ches e by e e e pe ey =S ey e pe e ——
| 3-4 | Port nane of the Exchange Originator (8 bytes) |
R bty bbby e pu ey =S ey e pu e p——_——

Fi el ds Requiring Transl ati on Suppl enent al Dat a
Address Transl ation Type(see (type 3 only)
------------------- section 7.2) R
Exchange Ori gi nator 1, 2 or 3 Port Nanme of the
S ID Exchange Ori gi nat or
O her Speci al Processing:
None.

7.3.1.12 Reinstate Recovery Qualifier (RRQ

ELS For mat:
S . T emmemmeeaa T Femmemeae - +
| Word | Bits 31-24 | Bits 23-16 | Bits 15-8 | Bits 7-0 |
. Foememmeeea Feememmeeea Fommeme e T +
| O | Cnd 0x12 | 0x00 | 0x00 | 0x00 |
. Feememm e Femmemm e Femmemeaeaa T +
| 1 | Rsvd | Exchange Originator S ID |
. Feememmee e L L T'E S Epup i T +
| 2 | OoX ID | RX_I D |
- e e e e m oo e e e e m oo o e e oo o - Fom e e oo - +
| 3-10 | Association header (may be optionally req d) |
R bt gt gy "y ey p——_—
Fi el ds Requiring Transl ati on Suppl enent al Dat a

Addr ess Transl ati on

Exchange Ori gi nat or
SID

Moni a et - al
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O her Speci al Processing:
None.

7.3.1.13 Request Sequence Initiative (RSI)

ELS For mat:

S R T T Femmmme e Femem e aea +
| Word | Bits 31-24 | Bits 23-16 | Bits 15-8 | Bits 7-0 |
. Fommememaaa Femmememaaa T Fomemmaa- +
| O | Cnd OxO0A | 0x00 | 0x00 | 0x00 |
. Fommememaaa Femmememaaa T Fomemmaa- +
| 1 | Rsvd | Exchange Oiginator S ID |
. Fommememaaa T Fomemmeaa - +
| 2 | oXID | RX_I D |
R . Femmemmmaa Femmemmeeaa Fommeme e Femmemeaea +
| 3-10 | Association header (may be optionally req d) |
bty S b b pey e fe ey =l e e pu e p—————
Fi el ds Requiring Transl ati on Suppl enent al Dat a
Address Transl ati on Type(see (type 3 only)
------------------- section 7.2) e
Exchange Ori gi nator 1 or 2 N A

S ID

O her Speci al Processing:
None.
7.3.1.14 Third Party Process Logout (TPRLO

TPRLO provides a nechanismfor an N PORT (third party) to renove
one or nore process |login sessions that exist between the
destination N PORT and other N PORTs specified in the command.

This command i ncludes one or nore TPRLO LOGOUT PARAMETER PAGEs,
each of which when conbined with the destination N_PORT i dentifies
a process login to be term nated by the command.
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S P S PR - e T +
| Word | Bits 31-24 | Bits 23-16 | Bits 15 - 0 |
R Yy . omememeemaaaaaaaaa e +
| O | Crd = 0x24 | Page Length (0x10) | Payl oad Length |
E Yy e T T +
| 1 | TPRLO Logout Paraneter Page O |
E Yy e N e I +
| 5 | TPRLO Logout Paraneter Page 1 |
L Iy e T I e T N +
e IR T N +
|(4*n)+1 | TPRLO Logout Paraneter page n

________________________________________________________________ +

Figure 21 -- Format of TPRLO ELS

Each TPRLO paraneter page contains paraneters identifying one or
nmore image pairs and nmay be associated wwth a single FC-4 protocol
type, common to all FC-4 protocol types between the specified i mge
pair, or global to all specified inmage pairs. The format of a TPRLO
page requiring address translation is shown in Figure 22.

Addi tional information on TPRLO can be found in [FC FS].

Heemen- S T S I S TR TR +
| Word | Bits 31-24 | Bits 23-16 | Bits 15-8 | Bits 7-0 |
Hemmem- Hemmmmmeeaea Hemmmmeee e T . Hommmmmeea +
| O | TYPE Code | TYPE CODE | |
| | or | EXTENSI ON | TPRLO FI ags |
| | Common SVC | | |
| | Paraneters | | |
Hemmem- L e E ST TR +
| 1 | Third Party Process Associ ator |
Hemmem- Hemmmmee e Hemmmmmee e Hommmmeeeaa TR +
| 2 | Responder Process Associ at or |
Hemmem- Hemmmmee e Femmmmmee e Hommmmeeeaa TR +
| 3 | Reserved | Third Party Oiginator N _PORT |ID

) ey e——j—_—(————r—r & o ———(———r——— e ———j———— o ————r— ]
| 4-5 | Worldw de Nane of Third Party Oiginator |
| | N_PORT |
- T +

Figure 22 -- Format of an Augnented TPRLO Par aneter Page

The TPRLO flags that affect supplenented ELS processing are as
fol |l ows:

Bit 12: A obal Process | ogout. When set to one, this bit
indicates that all image pairs for all N PORTs of the
specified FC-4 protocol shall be invalidated. Wen the
value of this bit is one, only one | ogout paraneter page
is permtted in the TPRLO payl oad.

Bit 13: Third party Originator N PORT Validity. Wen set to
one, this bit indicates that word 3, bits 23-00 (Third
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Party Originator N _PORT ID) are meani ngful.

If bit 13 has a value of zero and bit 12 has a value of one in the
TPRLO flags field, then the ELS SHALL NOT be sent as a special ELS.

QO herwi se the originating gateway SHALL process the ELS as foll ows:
a) The first word of the TPRLO payl oad SHALL NOT be nodifi ed.

b) Each TPRLO paraneter page shall be extended by two words as
shown in Figure 22.

c) If word O, bit 13 (Third Party Originator N PORT ID validity)
in the TPRLO flags field has a value of one, then the sender
shal |l place the worl dw de port nanme of the fibre channel
device's N PORT in the extension words. The N PORT I D SHALL be
set to 3. Oherwise, the contents of the extension words and
the Third Party Originator N PORT I D SHALL be set to zero.

d) The ELS originator SHALL set the SPC bit in the encapsul ation
header of each augnented franme conprising the ELS (see section
5.4.1).

e) |If the ELS contains a single TPRLO paraneter page, the
originator SHALL increase the frame |l ength as necessary to
i ncl ude the extended paraneter page.

f) If the ELS to be augnented contains nultiple TPRLO paraneter
pages, the FC franmes created to contain the augnented ELS
payl oad SHALL NOT exceed the maxi mum frane size that can be
accepted by the destinati on N_PORT.

Each fibre channel frame SHALL contain an integer nunber of

ext ended TPRLO paraneter pages. The maxi mnum nunber of extended
TPRLO paraneter pages in a frame SHALL be limted to the nunber
that can be held w thout exceeding the above upper limt. New
frames resulting fromthe extension of the TPRLO pages to

i nclude the supplenental data shall be created by extending the
SEQ CNT in the fibre channel frame header. The SEQ | D SHALL NOT
be nodifi ed.

The gateway receiving the augnented TPRLO ELS SHALL generate ELS
frames to be sent to the destination N _PORT by copying word O of
the ELS payl oad and processi ng each augnented paraneter page as

fol | ows:

a) If word 0, bit 13 has a value of one, create a paraneter page by
copyi ng words O through 2 of the augnented paraneter page. The
Third Party Originator NPORT IDin word 3 shall be generated by
referenci ng the suppl enental data as described in section 7.2.
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b) If word O, bit 13 has a value of zero, create a paraneter page
by copying words O through 3 of the augnented paraneter page.

The size of each frame to be sent to the destination N _PORT MJST
NOT exceed the maxi mum franme size that the destination N _PORT can
accept. The sequence identifier in each frame header SHALL be
copied fromthe augnented ELS and t he sequence count shall be
nmonot oni cal Iy i ncreasing.

7.3.1.15 Third Party Logout Accept (TPRLO ACCO
The format of the TPRLO ACC franme is shown in Figure 23.

S LIPS S P - e T
| Word | Bits 31-24 | Bits 23-16 | Bits 15 - 0

L Iy, . Y. e
| O | Cd = 0x2 | Page Length (0x10) | Payl oad Length
P . e >
| 1 | TPRLO Logout Paraneter Page 0O

P I N I
| 5 | TPRLO Logout Paraneter Page 1

P I T I
S P T NS
| (4*n)+1 | TPRLO Logout Paraneter page n

. N T N

Figure 23 -- Format of TPRLO ACC ELS

The format of the paraneter page and rules for paraneter page
augnentation are as specified in section 7.3.1.14.

7.3.2 Special FC-4 Link Services

The followi ng sections define FCG-4 |ink services for which speci al
processing i s required.

7.3.2.1 FC4 Link Services defined by FCP
7.3.2.1.1 Read Exchange Conci se (REC)

Li nk Servi ce Request Fornmat:
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S I S S S . S IR +
| Word | Bits 31-24 | Bits 23-16 | Bits 15-8 | Bits 7-0 |
- Femmemmeeaaa Femmemmee e . - +
| O | Cmd = 0x13 | 0x00 | 0x00 | 0x00 |
- - - . - +
| 1 | Rsvd | Exchange Oiginator S ID |
- - N LT e RSP +
| 2 OX_ID | RX_ID |
‘=== === === ===+

|
+

| 3-4 | Port nane of the exchange originator (8 bytes) |
| (present only for translatlon type 3) |
+

Fi el ds Requiring Transl ati on Suppl enent al Dat a
Address Transl ati on Type(see (type 3 only)
------------------- section 7.2) e
Exchange Ori gi nator 1, 2 or 3 Port Nanme of the
SID Exchange
Origi nat or

O her Speci al Processing:
None.
7.3.2.1.2 Read Exchange Conci se Accept (REC ACC)
Format of REC ACC Response:
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S - S PR - S PR - . I +
| Word | Bits 31-24 | Bits 23-16 | Bits 15-8 | Bits 7-0 |
. . . . - +
| O | Acc 0x02 | 0x00 | 0x00 | 0x00 |
Iy P - T . - +
| 1 | OX_ID | RX_I D |
Iy P - Homememmeaaas . Homememaa- +
| 2 | Rsvd | Exchange Originator N_ PCRT | D |
. . . e LT +
| 3 | Rsvd | Exchange Responder N_ PCRT | D |
. . e IS S P +
| 4 | Dat a Transfer Cbunt |
. . s P . S P +
| 5 | Exchange St at us |
‘===t ===t =4 === ===+
| 6-7 |Port nane of the Exchange Originator (8 bytes) |
‘===t ===t =4 === ===+
| 8-9 |Port nane of the Exchange Responder (8 bytes) |
‘===t == === ===+
Fi el ds Requiring Transl ati on Suppl enent al Dat a
Address Transl ati on Type(see (type 3 only)

------------------- section 7.2) I

Exchange Ori gi nator 1, 2 or 3 Port Nanme of the

N PORT I D Exchange Ori gi nator
Exchange Responder 1, 2 or 3 Port Nanme of the

N PORT I D Exchange Responder

When suppl enental data is required, the frame SHALL al ways be
extended by 4 words as shown above. |If the translation type for

t he Exchange Originator N PORT I D or the Exchange Responder N _PORT
IDis 1 or 2, the corresponding 8-byte port nane SHALL be set to
all zeros.

O her Speci al Processing:
None.
7.4 FLOG Service Paraneters Supported by an i FCP Gat eway

The FLOG ELS is issued by an N PORT that w shes to access the
fabric transport services.

The format of the FLOG request and FLOE@ ACC payl oads are

identical to the PLOG@ request and ACC payl oads described in
section 7.3.1.7.
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S I S S S . S IR +
| Word | Bits 31-24 | Bits 23-16 | Bits 15-8 | Bits 7-0 |
- Femmemmeeaaa Femmemmee e . - +
| O | Cmd = O0x4 | 0x00 | 0x00 | 0x00 |
| | Acc = Ox2 | | | |
- . - . - +
| 1-4 | Common Servi ce Paraneters |
- - S I S I TR +
| 5-6 | N_PORT Nane |
- - S S I TR +
| 7-8 | Node Nane |
- - S I S I TR +
| 9-12 | Class 1 Service Paraneters |
- - S I S I TR +
| 13-17 | Class 2 Service Paraneters |
- - S I S I TR +
| 18-21 | Class 3 Service Paraneters |
E Femmemmeeaen S S TR TR +
| 22- 25 | Class 4 Service Paraneters |
E Femmemmeeaen S S TR TR +
| 26- 29 | Vendor Version Level |
‘===t === === ===+

Figure 24 -- FLOE Request and ACC Payl oad For mat
A full description of each paraneter is given in [FCFS].

This section tabul ates the protocol -dependent service paraneters
supported by a fabric port attached to an i FCP gat eway.

The service paraneters carried in the payload of an FLOGd extended

i nk service request MJST be set in accordance with
Tabl e 4.
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| | Fabric Login |
| Servi ce Paraneter | d ass |
| R e
| 11 21 3] 4]

e R T SRR R
| Gass Validity | n|] M| M| n
e P T SRR R
| Service Options | |
R L R T SRR S
| I nterm x Mbde | n] n|] n| n|
e L T SRR R
| St acked Connect - Request s | n] n|] n| n
e L R T SRR R
| Sequential Delivery | n|] M| M| n
e L R T SRR R
| Dedi cat ed Si npl ex | n] n|] n| n|
R T SR R
| Canp on | n] n|] n| n
R T SR R
| Buffered Class 1 | n] n|] n| n

R L R T SRR R
| Priority | n] n|] n| n
e R R T SRR R
| I'nitiator/Recipient Control | |
R T SR R
| Cl ock synchroni zation ELS capabl e | n] n|] n| n
e e T SRR R
Table 4 -- FLOQd Service Paraneter Settings

Not es:

1) "n" indicates a paraneter or capability that is not
supported by the i FCP protocol .

2) "M indicates an applicable paraneter that MJST be
supported by an i FCP gat eway.

8. i FCP Error Detection
8.1 Overvi ew
[ FCG-FS] defines error detection and recovery procedures. These
fi bre channel -defi ned nmechani sns continue to be available in the
i FCP envi ronnent.
8.2 Stale Frame Prevention
Recovery from fibre channel protocol error conditions requires that

frames associated with a failed or aborted exchange drain fromthe
fabric before exchange resources can be safely reused.
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8.

2.

Since a fibre channel fabric may not preserve frane order, there is
no determnistic way to purge such franmes. Instead, the fabric
guarantees that frame the lifetine wll not exceed a specific l[imt

(R A TOV).

RATOVis defined in [FC-FS] as "the maxinumtransit time wwthin a
fabric to guarantee that a lost frane will never energe fromthe
fabric". For exanple, a value of 2 x RATOVis the mnimmtinme
that the originator of an ELS request or FC-4 |link service request
must wait for the response to that request. The fibre channel
default value for R A TOV is 10 seconds.

An i FCP gateway SHALL actively enforce limts on R A TOV as
described in section 8.2.1.

1 Enforcing R A TOV Limts

The RATOV Iimt on frame lifetimes SHALL be enforced by neans of

the time stanp in the encapsul ati on header (see section 5.4.1) as
described in this section.

The budget for R A TOV SHOULD include all owances for the
propagati on del ay through the gateway regi ons of the sending and
recei ving N _PORTs plus the propagation delay through the IP
network. This latter conponent is referred to in this
specification as | P_TOV.

| P_TOV should be set well below the value of R A TOV specified for
the i FCP fabric and should be stored in the i SNS server. |P_TOV
shoul d be set to 50 percent of R A TOV.

The foll ow ng paragraphs describe the requirenents for
synchroni zing gateway tinme bases and the rules for neasuring and
enforcing propagation delay limts.

The protocol for synchronizing a gateway tinme base is SNTP

[ RFC2030]. In order to insure that all gateways are tine-aligned, a
gat eway SHOULD obtain the address of an SNTP-conpatible tinme server
via an i SNS query. If nultiple time server addresses are returned

by the query, the servers nust be synchronized and the gateway may

use any server inthe list. Alternatively, the server may return a

mul ticast group address in support of operation in Anycast node.

| npl enent ati on of Anycast nobde is as specified in [ RFC2030],

i ncluding the precautions defined in that docunent. Milticast node
SHOULD NOT be used.

An SNTP server may use any one of the time reference sources |isted
in [ RFC2030]. The resolution of the tine reference MIUST be 125
mlliseconds or better.

Stability of the SNTP server and gateway time bases should be 100
ppm or better.

Moni a et-al . St andards Track [ Page 76]



i FCP Revi sion 10 February 2002

Wth regard to its tinme base, the gateway is in either the
Synchroni zed or Unsynchroni zed state. Wen in the Unsynchroni zed
state, the gateway SHALL:

a) Set the tinme stanp field to 0,0 for all outgoing franes
b) Ignore the tine stanp field for all incom ng franes.
When in the synchroni zed state, the gateway SHALL

a) Set the tinme stanp field for each outgoing frame in accordance
with the gateway's internal tine base

b) Check the tinme stanp field of each incomng frame, follow ng
val i dati on of the encapsul ati on header CRC as described in
section 5.4.4.

c) If the incomng frame has a tinme stanp of 0,0, the receiving
gateway SHALL NOT test the frame to determne if it is stale

d If the incomng frame has a non-zero tinme stanp, the receiving
gateway SHALL conpute the absolute value of the tinme in flight
and SHALL conpare it against the value of IP_TOV specified for
the IP fabric.

e) |If the result in step (d) exceeds IP_TOV, the encapsul at ed
frame shall be discarded. Oherwi se, the franme shall be de-
encapsul ated as described in section 5.4.4.

A gateway SHALL enter the Synchroni zed state upon receiving a
successful response to an SNTP query.

A gateway shall enter the Unsynchroni zed state:
a) Upon power up and before successful conpletion of an SNTP query

b) Wienever the gateway | ooses contact with the SNTP server such
that the gateway's tinme base may no |longer be in alignment with
that of the SNTP server. The criterion for determning | oss of
contact is inplenentation specific.

Foll ow ng |l oss of contact, it is recomended that the gateway enter
the Unsynchroni zed state when the estinmated tine base drift
relative to the SNTP reference is greater than ten percent of the
IP.TOV Iimt. (Assumng all tiners have an accuracy of 100 ppm and
| P_TOV equals 5 seconds, the maxi mum al |l owabl e | oss of contact
duration woul d be about 42 m nutes.)

In response to | oss of synchronization, a gateway enforcing R A TOV

limts as described in this section MJST abort all i FCP sessi ons as
descri bed in section 5.2.3.2.
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9. Fabric Services Supported by an i FCP i npl enentati on
An i FCP gateway i npl enentati on MUST support the follow ng fabric
servi ces:
N_PORT | D Val ue Description Section
 OXFF-FF-FE F_PORT Server 91
OxFF- FF- FD Fabric Controller 9.2
OXFF- FF- FC Directory/ Nane Server 9.3

In addition, an i FCP gateway MAY support the FC broadcast server
functionality described in section 9.4,

9.1 F_PORT Server

The F_PORT server SHALL support the FLOd ELS as described in
section 7.4 as well as the following ELSs specified in [ FC FS]

a) Request for fabric service paraneters (FDI SO
b) Request for the link error status (RLS),
c) Read Fabric Tineout Values (RTV).

9.2 Fabric Controller

The Fabric Controller SHALL support the followi ng ELSs as specified
in [FCGFS]:

a) State Change Notification (SCN)
b) Registered State Change Notification (RSCN)
c) State Change Registration (SCR)

9.3 Directory/ Nane Server
The Directory/ Nanme server provides a registration service allow ng
an N PORT to record or query the database for information about
other N PORTs. The services are defined in [FC-GS3]. The queries

are issued as FC-4 transactions using the FC-CT comrand transport
protocol specified in [FC GS3].
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9.4

9. 4.

In i FCP, each nanme server request MJST be translated to the
appropriate i SNS query defined in [ISNS]. The definitions of name
server objects are specified in [ FC GS3].

The nane server SHALL support record and query operations for
directory subtype 0x02 (Nanme Server) and 0x03 (I P Address Server)
and MAY support the FC-4 specific services as defined in [ FC GS3].

Br oadcast Server

Fi bre channel frames are broadcast throughout the fabric by
addressing themto the fibre channel broadcast server at well-known
fibre channel address OxFF- FF- FF. The broadcast server then
replicates and delivers the frane to each attached N PORT in al
zones to which the originating device belongs. Only class 3
(datagram service is support ed.

In an i FCP system the fibre channel broadcast function is enul ated
by means of a two-tier architecture conprised of the follow ng
el enent s:

a) A local broadcast server residing in each i FCP gateway. The
| ocal server distributes broadcast traffic within the gateway
regi on and forwards outgoi ng broadcast traffic to a gl obal
server for distribution throughout the i FCP fabric.

b) A gl obal broadcast server which re-distributes broadcast
traffic to the local server in each participating gateway.

c) An iSNS discovery domain defining the scope over which
broadcast traffic is propagated. The di scovery donmain is
popul ated with a gl obal broadcast server and the set of |ocal
servers it supports.

The | ocal and gl obal broadcast servers are |ogical i FCP devices
that communi cate using the i FCP protocol. The servers have an

N _PORT Networ k Address consisting of an i FCP portal address and an
N PORT I D set to the well-known fibre channel address of the FC

br oadcast server (OxFF-FF-FF).

As noted above, an N _PORT originates a broadcast by directing frane
traffic to the fibre channel broadcast server. The gateway-resident
| ocal server distributes a copy of the frame locally and forwards a
copy to the gl obal server for redistribution to the |ocal servers
on ot her gateways. The gl obal server MJUST NOT echo a broadcast
frame to the originating |ocal server.

1 Est abl i shing the Broadcast Configuration

The broadcast configuration is managed using facilities provided by
the i SNS server. Specifically:
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9. 4.

a) An iSNS discovery domain is created and seeded with the network
address of the gl obal broadcast server N PORT. The gl oba
server is identified as such by setting the appropriate N _PORT
entity attribute.

b) Using the managenent interface, each broadcast server is preset
with the identity of the broadcast domain.

During power up, each gateway SHALL i nvoke the i SNS service to
register its |local broadcast server in the broadcast discovery
domain. After registration, the |local server SHALL wait for the
gl obal broadcast server to establish an i FCP session.

The gl obal server SHALL register with the i SNS server as foll ows:

a) The server SHALL query the i SNS nane server by attribute to
obtain the worldw de port nane of the N PORT pre-configured to
provi de gl obal broadcast services.

b) If the worl dw de port nanme obtai ned above does not correspond to
that of the server issuing the query, the N PORT SHALL NOT
perform gl obal broadcast functions for N PORTs in that discovery
domai n.

c) O herw se, the global server N PORT SHALL register with the
di scovery domain and query the i SNS server to identify al
currently-registered | ocal servers.

d) The gl obal broadcast server SHALL initiate an i FCP session with
each | ocal broadcast server in the domain. When a new | ocal
server registers, the global server SHALL receive a state change
notification and respond by initiating an i FCP session with the
new y added server. The gateway SHALL obtain these
notifications using the i SNS provisions for |ossless delivery.

Upon receiving the CBIND request to initiate the i FCP session, the
| ocal server SHALL record the worldw de port nanme and N _PORT
net wor k address of the gl obal server.

2 Br oadcast Sessi on Managenent

After the initial broadcast session is established, the |ocal or
gl obal broadcast server MAY choose to manage the session in one of
the foll owi ng ways dependi ng on resource requirenents and the
anticipated | evel of broadcast traffic:

a) A server MAY keep the session open continuously. Since
broadcast sessions are often quiescent for |ong periods of
time, the server SHOULD nonitor session connectivity as
described in section 5.2.2.3.
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b) A server MAY open the broadcast session on demand only when
broadcast traffic is to be sent. If the session is reopened by
t he gl obal server, the local server SHALL repl ace the
previously recorded network address of the gl obal broadcast

server.
10. i FCP Security
10.1 Overvi ew

i FCP relies upon the I PSec protocol suite to provide data
confidentiality and authentication services and | KE as the key
managenent protocol. Section 10.2 describes the security

requi renents arising fromi FCP s operating environment while
Section 10.3 describes the resulting design choices, their
requi renent | evels, and how they apply to the i FCP protocol.

Detail ed considerations for use of I Psec and IKE with the i FCP
protocol can be found in [ SEC PS].

10. 2 i FCP Security Threats and Scope

10.2.1 Context
i FCP is a protocol designed for use by gateway devices deployed in
enterprise data centers. Such environnents typically have security
gat eways designed to provide network security through isolation
frompublic networks. Furthernore, i FCP data may need to traverse
security gateways in order to support SAN-to-SAN connectivity
across public networks.

10.2.2 Security Threats

Commruni cating i FCP gat eways may be subjected to attacks, including
attenpts by an adversary to:

a) Acquire confidential data and identities by snooping data
packet s.

b) Modify packets containing i FCP data and control nessages.
c) Inject new packets into the i FCP sessi on.

d) Hjack the TCP connection carrying the i FCP session.

e) Launch denial of service attacks against the i FCP gat eway.
f) Disrupt the security negotiation process.

g) Inpersonate a legitinmate security gateway.

h) Conproni se comruni cation with the i SNS server
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It is inperative to thwart these attacks, given that an i FCP
gateway is the last line of defense for a whole fibre channel

i sland, which may include several hosts and fibre channel sw tches.
To do so, the i FCP protocol MJST support confidentiality, data
origin authentication, integrity, and replay protection on a per-
dat agram basis. It also MUST provide bi-directional authentication
of the communication endpoints. Finally, it MJUST have a scal abl e
approach to key managenent. Conformant inplenentations of the i FCP
prot ocol MAY use such security definitions.

10.2.3 Interoperability with Security Gateways

Enterprise data center networks are considered m ssion-critical
facilities that nust be isolated and protected fromall possible
security threats. Such networks are usually protected by security
gat eways, which at a m ni num provide a shield agai nst denial of
service attacks. The i FCP security architecture is capable of

| everagi ng the protective services of the existing security
infrastructure, including firewall protection, NAT and NAPT
services, and | PSec VPN services available on existing security
gat eways.

10.2.4 Authentication

i FCP is a peer-to-peer protocol. iFCP sessions may be initiated by
ei ther or both peer gateways. Consequently, bi-directional
aut henti cation of peer gateways MJST be provi ded.

i FCP gat eways MUST use Di scovery Domain information obtained from
the i SNS server [ISNS] to determ ne whether the initiating fibre
channel N _PORT should be all owed access to the target N _PORT.

N PORT identities used in the Port Login (PLOG) process shall be
consi dered aut henticated provided the PLOG request is received
fromthe renpte gateway over a secure, |PSec-protected connection.

There is no requirenent that the identities used in authentication
be kept confidential.

10.2.5 Confidentiality

i FCP traffic may traverse insecure public networks, and therefore
i npl enent ati ons MJUST have per-packet encryption capabilities to
provi de confidentiality.

10. 2.6 Rekeying

Due to the high data transfer rates and the anount of data

i nvol ved, an i FCP i npl enentati on MJST support the capability to
rekey each phase 2 security association in the tine intervals

di ctat ed by sequence nunber space exhaustion at a given |link rate.
In the rekeying scenario described in [SECI PS], for exanple,
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rekeyi ng events happen as often as every 27.5 seconds at 10 Gops
r at es.

The i FCP gat eway MUST provide the capability for forward secrecy in
t he rekeyi ng process.

10. 2.7 Authorization

Aut hori zation is outside of the scope of this specification, and is
seen as fully orthogonal to the i FCP security design. Such design
however, includes key authorization-enabling features in the form
of ldentity Payload (e.g., ID FQDN), certificate-based

aut hentication (e.g., with X509v3 certificates), and discovery
domai ns [ | SNS].

10.2.8 Policy control
This specification allows any and all security nechanisns in an
i FCP gateway to be adm nistratively disabled. Security policies
MJUST have at nost i FCP Portal resolution. Adm nistrators may gain
control over security policies through an adequately secured
interaction with a nmanagenent interface or with i SNS.

10.2.9 i SNS Role
iSNS [ISNS] is an invariant in all 1 FCP deploynents. i FCP gateways
use i SNS for discovery services, and MAY use security policies
configured in the i SNS dat abase as the basis for algorithm
negotiation in IKE. The i SNS specification defines nmechanisnms to
secure communi cation between an i FCP gateway and i SNS server(s).
Addi tionally, such specification indicates how el enents of security
policy concerning individual i FCP sessions can be retrieved from
i SNS server(s).

10.3 i FCP Security Design

10.3.1 Enabling Technol ogi es

Appl i cabl e technology fromIPsec and IKE is defined in the
follow ng suite of specifications:

[ RFC2401] Security Architecture for the Internet Protoco

[ RFC2402] | P Authentication Header

[ RFC2404] The Use of HVAC- SHA-1-96 Wthin ESP and AH

[ RFC2405] The ESP DES-CBC Ci pher Algorithm Wth Explicit IV
[ RFC2406] | P Encapsul ating Security Payl oad
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[ RFC2407] The Internet IP Security Domain of Interpretation for
| SAKIVP

[ RFC2408] Internet Security Association and Key Managenent
Prot ocol (1 SAKMP)

[ RFC2409] The Internet Key Exchange (I KE)

[ RFC2410] The NULL Encryption Algorithmand Its use with | PSEC
[ RFC2451] The ESP CBC- Mode Ci pher Al gorithns

[ RFC2709] Security Mddel with Tunnel -node | Psec for NAT Donai ns

The i npl ementation of IPsec and IKE is required according the
fol |l ow ng gui del i nes.

Support for the IP Encapsulating Security Payl oad (ESP) [ RFC2406]
i's MANDATORY to inplenent. i FCP inplenentations MJST support anti -
replay services.

For data origin authentication and integrity with ESP, HVAC with
SHA1 [ RFC2404] MJST be i npl enented, and the Advanced Encryption
Standard [AES] in CBC MAC node with Extended Ci pher Bl ock Chai ning
[ XCBC] SHOULD be i nplenented in accordance with [ AESCBC] .

For confidentiality wwth ESP, 3DES in CBC node [ RFC2451] MJST be

i npl emented, and AES counter node encryption [ AESCTR] SHOULD be

i npl emented according to [ AESCTR2]. NULL encryption MJST be
supported as well, as defined in [RFC2410]. DES in CBC node SHOULD
NOT be used due to its inherent weakness. Since it is known to be
crackabl e with nodest conputation resources, it is inappropriate
for use in any i FCP depl oynent scenari o.

A conformant i FCP protocol inplenentation MJST inplenent |Psec ESP
[ RFC2406] in tunnel node [ RFC2401]. However, it shall be noted that
Transport node MUST be inplenented in host scenarios where it is
required for conpliance with [ RFC2401].

Regar di ng key managenent, i FCP inplenentations MJST support | KE

[ RFC2409] for bi-directional peer authentication, negotiation of
security associations, and key nmanagenent, using the |Psec DA .
There is no requirenent that the identities used in authentication
be kept confidential. Manual keying MJUST NOT be used since it does
not provide the necessary keying support. According to [ RFC2409],
pre-shared secret key authentication is MANDATORY to i npl enent,
whereas certificate-based peer authentication using digital

si gnatures MAY be inplenented (see section 10.3.3 regarding the use
of certificates). [RFC2409] defines the follow ng requirenent

| evel s for | KE Modes:
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Phase-1 Main Mode MJST be inpl enented

Phase-1 Aggressive Mdde SHOULD be i npl enent ed

Phase-2 Qui ck Mbde MJUST be inpl enented

Phase-2 Quick Mbde with key exchange payl oad MJST be i npl enent ed.

Wth i FCP, Phase-1 Main Mbde SHOULD NOT be used in conjunction with
pre-shared keys, due to Main Modde’'s vulnerability to man-in-the-

m ddl e- att ackers when group pre-shared keys are used. In this
scenari o, Aggressive Mdde SHOULD be used instead. i FCP therefore
requi res that Aggressive Mdde MJIST be inplenented as a valid
alternative to Main Mdde. Peer authentication using the public key
encryption nethods outlined in [ RFC2409] SHOULD NOT be used.

The Phase 2 Qui ck Mbde exchanges used to negotiate protection for
the SAs used by i FCP MUST explicitly carry the Identity Payl oad
fields (IDci and IDcr). The DA [ RFC2407] provides for severa

types of ldentity Payloads. Conformant i FCP inplenentations wll
typically use IDIPV4 ADDR, ID IPV6_ADDR (if the protocol stack
supports 1 Pv6), or ID FQDN Identity Payloads. The ID USER FQDN, |IP
Subnet, | P Address Range, I D DER ASN1 DN, I D DER ASN1 GN Identity
Payl oads SHOULD NOT be used. The ID KEY_ ID lIdentity Payl oad MJST
NOT be used.

10. 3.2 Use of I KE and | Psec

A conformant i FCP Portal is capable of establishing one or nore | KE
Phase-1 Security Associations (SAs) to a peer i FCP Portal. A Phase-
1 SA may be established when an i FCP Portal is initialized, or may

be deferred until the first TCP connection with security

requi renents i s established.

An | KE Phase-2 SA protects one or nore TCP connections within the
sane i FCP Portal. More specifically, the successful establishnent
of an I KE Phase-2 SA results in the creation of two uni-directional
| Psec SAs fully qualified by the tuple <SPI, destination IP
address, ESP>. These SAs protect the setup process of the
underlying TCP connections and all their subsequent TCP traffic.
Each of the TCP connections protected by an SAis either in the
unbound state, or is bound to a specific i FCP session.

In sunmary, at any point in tine:
-- There exist 0..MI|KE Phase-1 SAs between peer i FCP portals
-- Each I KE Phase-1 SAs has 0..N | KE Phase-2 SAs
-- Each I KE Phase-2 SA protects 0..Z TCP connections
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The creation of an | KE Phase-2 SA may be triggered by a policy rule
supplied through a nmanagenent interface or by i FCP Port al
properties registered with the i SNS server. Simlarly, the use of a
Key Exchange payload in Quick Mdde for perfect forward secrecy may
be dictated through a managenent interface or by an i FCP Port al
policy rule registered with the i SNS server.

If an i FCP inpl enentati on nmakes use of unbound TCP connections, and
such connections belong to an i FCP Portal with security

requi renents, then the unbound connections MJST be protected by an
SA at all times just |ike bounded connecti ons.

Upon receiving an | KE Phase-2 del ete nessage, there is no
requirenment to termnate the protected TCP connections or delete
the associated | KE Phase-1 SA. Since an | KE Phase-2 SA may be
associated with nmultiple TCP connections, term nating such
connections mght in fact be inappropriate and untinely. An i FCP
Portal nust instead attenpt to create a new Phase-2 SA while there
are outstanding i FCP sessi ons.

To mnimze the nunber of active Phase-2 SAs, | KE Phase-2 del ete
nmessages may be sent for Phase-2 SAs whose TCP connections have not
handl ed data traffic for a while. To mnim ze the use of SA
resources while the associ ated TCP connections are idle, creation
of a new SA may be deferred until new data is to be sent over the
connecti ons.

10.3.3 Signatures and Certificate-based Authentication

Conformant i FCP i npl enent ati ons MAY support peer authentication via
digital signatures and certificates. Wen certificate
authentication is chosen within | KE, each i FCP gat eway needs the
certificate credentials of each peer i FCP gateway in order to
establish a security association with that peer.

Certificate credentials used by i FCP gat eways MJST be those of the
machi ne. Certificate credentials MAY be bound to the interface (IP
Address or FQDN) of the i FCP gateway used for the i FCP session, or
the fabric WAN of the i FCP gateway itself. Since the value of a
machi ne certificate is inversely proportional to the ease with

whi ch an attacker can obtain one under false pretenses, it is

advi sable that the nmachine certificate enroll nment process be
strictly controlled. For exanple, only admnistrators may have the
ability to enroll a machine with a nmachine certificate. User
certificates SHOULD NOT be used by i FCP gateways for establishnment
of SA's protecting i FCP sessi ons.

| f the gateway does not have the peer i FCP gateway's certificate
credentials, then it can obtain them by

a) Using the i SNS protocol to query for the peer gateway's
certificate(s) stored in a trusted i SNS server, or
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b) Through use of the | SAKMP Certificate Request Payl oad (CRP)
[ RFC2408] to request the certificate(s) directly fromthe peer
I FCP gat eway.

When certificate chains are | ong enough, then | KE exchanges using
UDP as the underlying transport may yield IP fragnents, which are
known to work poorly across sone intervening routers, firewalls,
and NA(P) T boxes. As a result, the endpoints may be unable to
establish an | Psec security association.

Due to these fragnentation shortcomngs, IKE is nost appropriate
for intra-domain usage. Known solutions to the fragnentation
problemare to send the end-entry nmachine certificate rather than
the chain, to reduce the size of the certificate chain, to use IKE
i npl ementations over a reliable transport protocol (e.g., TCP)

assi sted by Path MIU di scovery and code agai nst black-holing as in
[ RFC2923], or to install network conmponents that can properly
handl e fragnents.

| KE negotiators SHOULD check the pertinent Certificate Revocation
List (CRL) [RFC2408] before accepting a certificate for use in
| KE's aut hentication procedures.

10. 4 i SNS and i FCP Security

i FCP i npl enentati ons MJUST use i SNS for di scovery and managenent
services. Consequently, the security of the i SNS protocol has an

i npact on the security of i FCP gateways. For a discussion of
potential threats to i FCP gateways through use of i SNS, see [|SNS].

To provide security for i FCP gateways using the i SNS protocol for

di scovery and nmanagenent services, the |PSec/ESP protocol in tunnel
node MUST be supported for i FCP gateways. Further discussion of

i SNS security inplenentation requirenents is found in [ISNS]. Note
that i SNS security requirenents match those for i FCP described in
section 10. 3.

10.5 Use of 1SNS to Distribute Security Policy

Once communi cati on between i FCP gat eways and the i SNS server have
been secured through use of IPSec, the i FCP gat eways have the
capability to discover the security settings that they need to use
(or not use) to protect iFCP traffic. This provides a potenti al
scal i ng advant age over devi ce-by-device configuration of individual
security policies for each i FCP gateway. It also provides an
efficient nmeans for each i FCP gateway of discovering the use or
non-use of specific security capabilities by peer gateways.

Furt her discussion on use of 1SNS to distribute security policies
is found in [ISNS].

10. 6 M nimal Security Policy for an i FCP gat eway
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11.
11.

11.

An i FCP inplenentation may be able to adm nistratively disable
security mechanisnms for an i FCP Portal through a managenent
interface or through security policy elenents set in the i SNS
server. As a consequence, |IKE or |Psec security associations wll
not be established for any i FCP sessions that traverse the portal.

For nmost I P networks, it is inappropriate to assunme physi cal
security, adm nistrative security, and correct configuration of the
network and all attached nodes (a physically isolated network in a
test |ab may be an exception). Therefore, authentication SHOULD be
used in order to provide a mninmal assurance that connections have
initially been opened with the intended counterpart. The m ni ma

i FCP security policy thus only states that an i FCP gateway SHOULD
authenticate its i SNS server(s) as described in [ISNS].

Quality of Service Considerations
1 M ni mal requirenents

Conform ng i FCP protocol inplenentations SHALL correctly
conmuni cat e gat eway-t o-gateway even across one or nore intervening
best-effort IP regions. The timngs with which such gateway-to
gateway communi cation is perfornmed, however, will greatly depend
upon BER, packet |osses, |atency, and jitter experienced throughout
the best-effort I P regions. The higher these paraneters, the higher
w Il be the gap neasured between i FCP observed behavi ors and
basel i ne i FCP behaviors (i.e., as produced by two i FCP gat eways
directly connected to one another).

2 Hi gh- assurance

It is expected that many i FCP depl oynents will benefit froma high
degree of assurance regardi ng the behavior of intervening IP
regions, with resulting high-assurance on the overall end-to-end
path, as directly experienced by fibre channel applications. Such
assurance on the | P behaviors stens fromthe intervening |IP regions
supporting standard Quality-of-Service (QS) techniques, fully
conplenentary to i FCP, such as:

a) Congestion avoi dance by over-provisioning of the network,

b) Integrated Services [ RFC1633] QoS,

c) Differentiated Services [RFC2475] QS

d) Multi-Protocol Label Sw tching [ RFC3031].
One may | oad an MPLS forwardi ng equival ence class (FEC) with QS
class significance, in addition to other considerations such as

protection and diversity for the given path. The conpl enentarity
and conpatibility of MPLS with Differentiated Services is
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12.

explored in [ MPSLDS], wherein the PHB bits are copied to the EXP
bits of the MPLS shi m header

In the nost general definition, two i FCP gat eways are separated by
one or nore independently managed | P regions, sone of which

i npl enent sone of the QoS solutions nentioned above. A QoS-capable
| P regi on supports the negotiation and establishnment of a service
contract specifying the forwardi ng service through the region. Such
contract and its negotiation rules are outside the scope of this
docunent. In the case of IP regions with DffServ QoS, the reader
should refer to Service Level Specifications (SLS) and Traffic
Condi tioning Specifications (TCS) (as defined in [DIFTERM). O her
aspects of a service contract are expected to be non-technical and
t hus outside of the | ETF scope.

Due to the fact that fibre channel Cass 2 and C ass 3 do not
currently support fractional bandw dth guarantees, and that i FCP is
commtted to supporting fibre channel semantics, it is inpossible
for an i FCP gateway to autononously infer bandw dth requirenents
fromstream ng fibre channel traffic. Rather, the requirenents on
bandwi dt h or other network paraneters need to be adm nistratively
set into an i FCP gateway, or into the entity that will actually
negoti ate the forwardi ng service on the gateway's behal f. Dependi ng
on the QoS techniques avail able, the stipulation of a forwarding
service may require interaction with network ancillary functions
such adm ssion control and bandw dth brokers (via RSVP or other
signaling protocols that an I P region may accept).

The adm nistrator of a i FCP gateway may negotiate a forwarding
service with IP region(s) for one, several, or all of an i FCP
gateway's TCP sessions used by an i FCP gateway. Alternately, this
responsibility may be del egated to a node downstream Since one TCP
connection is dedicated to each i FCP session, the traffic in an

i ndi vidual N PORT to N _PORT session can be singled out by i FCP-
unawar e network equi pnent as wel | .

To render the best enulation of fibre channel possible over IP, it
is anticipated that typical forwarding services will specify a

fi xed amount of bandw dth, null |osses, and, to a | esser degree of
rel evance, low latency, and low jitter. For exanple, an |IP region
using DiffServ QS may support SLSs of this nature by applying EF
DSCPs to the i FCP traffic.
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Appendi x A
A i FCP Support for Fibre Channel Link Services

For reference purposes, this appendi x enunerates all the fibre
channel link services and the manner in which each shall be

processed by an i FCP i npl enentation. The i FCP processing policies
are defined in section 7.

In the follow ng sections, the nane of a link service specific to a
particular FC-4 protocol is prefaced by a menonic identifying the
pr ot ocol .

Al Basi ¢ Link Services

The basic link services are shown in the foll ow ng table.

Basi ¢ Li nk Services

Namne Descri ption i FCP Policy
ABTS Abort Sequence Tr anspar ent
BA ACC Basi ¢ Accept Tr anspar ent
BA RJT Basi ¢ Rej ect Tr anspar ent
NOP No Operation Transpar ent
PRMT Preenpt ed Rej ect ed

(Applies to

Class 1 only)
RMC Renove Connecti on Rej ect ed

(Applies to

Class 1 only)

A 2 Link Services Processed Transparently

The link service requests and responses of Table 5 MJST be
processed transparently as defined in section 7.

Nane Descri ption
ACC Accept
ADVC Advi se Credit
CSR Cl ock Synchroni zati on Request
CsuU Cl ock Synchroni zati on Update
ECHO Echo
ESTC Estimate Credit
ESTS Est abl i sh Streani ng
FACT Fabric Activate Alias ID
FAN Fabric Address Notification

FCP_RIT FCP FC-4 Link Service Reject
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FCP SRR FCP Sequence Retransm ssion Request

FDACT Fabric Deactivate Alias_ID

FDI SC Di scover F _Port Service Paraneters

FLOAE F Port Login

GAI D Get Alias_ID

LCLM Login Control List Managenent

LINIT Loop Initialize

LI RR Link I ncident Record Registration

LPC Loop Port Control

LS RIT Link Servi ce Reject

LSTS Loop Status

NACT N Port Activate Alias ID

NDACT N Port Deactivate Alias _ID

PDI SC Di scover N Port Service Paraneters

PRLI Process Login

PRLO Process Logout

QSR Quality of Service Request

RCS Read Connection Status

RLI R Regi stered Link Incident Report

RNC Report Node Capability

RNFT Report Node FC-4 Types

RNI D Request Node ldentification Data

RPL Read Port Li st

RPS Read Port Status Bl ock

RPSC Report Port Speed Capabilities

RSCN Regi stered State Change Notification

RTV Read Ti neout Val ue

RVCS Read Virtual Circuit Status

SBRP Set Bit-error Reporting Paraneters

SCL Scan Renote Loop

SCN State Change Notification

SCR St at e Change Regi stration

TEST Test

TPLS Test Process Login State

Tabl e 5--1ink Services Processed Transparently

A 3 Speci al Link Services

The extended and FC-4 |link services of Table 6 are processed by an
i FCP i npl enentati on as described in the sections referenced in the

t abl e.

Nane Descri ption Section
ABTX Abort Exchange 7.3.1. 1
ADI SC Di scover Address 7.3.1.2
ADI SC ACC Di scover Address Accept 7.3.1.3
FARP- REPLY Fi bre Channel Address 7.3.1. 4

Resol uti on Protocol Reply

FARP- REQ Fi bre Channel Address 7.3.1.5

Resol ution Protocol Request
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LOGO

PLOG

FCP REC

FCP REC ACC

RES
RES ACC

RLS
RRQ

RSI

RSS

TPRLO
TPRLO ACC

Tabl e 6-- Speci al

Moni a et - al

N_PORT Logout

Port Login

FCP Read Exchange Conci se
FCP Read Exchange Conci se
Accept

Read Exchange Status Bl ock
Read Exchange Status Bl ock
Accept

Read Link Error Status Bl ock
Rei nstate Recovery Qualifier
Request Sequence Initiative
Read Sequence Status Bl ock
Third Party Process Logout
Third Party Process Logout
Accept

Li nk Servi ces
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Ful | Copyright Statenent

"Copyright (C) The Internet Society, February 2002. Al Rights
Reserved. This docunent and translations of it nmay be copied and
furnished to others, and derivative works that comment on or
otherwi se explain it or assist inits inplenentation my be
prepared, copied, published and distributed, in whole or in part,
W thout restriction of any kind, provided that the above copyright
notice and this paragraph are included on all such copies and
derivative works. However, this docunent itself may not be nodified
in any way, such as by renoving the copyright notice or references
to the Internet Society or other Internet organi zations, except as
needed for the purpose of devel oping Internet standards in which
case the procedures for copyrights defined in the Internet

St andar ds process nmust be followed, or as required to translate it
i nto | anguages ot her than Engli sh.

The limted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on
an "AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET

ENG NEERI NG TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR

| MPLI ED, | NCLUDI NG BUT NOT LIM TED TO ANY WARRANTY THAT THE USE OF
THE | NFORMATI ON HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED
WARRANTI ES OF MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE. "
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