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Abstract

Thi s docunent covers requests to the netnod and netconf WrKki ng
Groups for functionality to support the epheneral state requirenents
to inplenent the I 2RS architecture.
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1. Introduction

The Interface to the Routing System (12RS) Wirking Goup is chartered
with providing architecture and nmechanisnms to inject into and
retrieve information fromthe routing system The |I2RS Architecture
docunent [I-D.ietf-i2rs-architecture] abstractly docunents a nunber
of requirenents for inplenenting the |I2RS requirenents.

The 1 2RS Wrking G oup has chosen to use the YANG data nodeling
| anguage [ RFC6020] as the basis to inplenent its nechani sns.

Addi tionally, the I2RS Wrking group has chosen to use the NETCONF

[ RFC6241] and its simlar but lighter-weight relative RESTCONF
[1-D. bi erman-net conf-restconf] as the protocols for carrying |2RS.
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Whi l e YANG NETCONF and RESTCONF are a good starting basis for |I2RS
there are sonme things needed fromeach of themin order for 12RS to
be i nmpl enment ed.

2. Review of Requirenents from | 2RS architecture docunent

The followng are ten requirenents that [I-D.ietf-i2rs-architecture]
contai ns which are inportant high | evel requirenents:

1. The | 2RS protocol SHOULD support highly reliable notifications
(but not perfectly reliable notifications) froman |I2RS agent to
an | 2RS client.

2. The | 2RS protocol SHOULD support a high bandw dth, asynchronous
interface, with real-tinme guarantees on getting data from an
| 2RS agent by an | 2RS client.

3. The | 2RS protocol will operate on data nodels which may be
prot ocol independent or protocol dependent.

4. | 2RS Agent needs to record the client identity when a node is
created or nodified. The |I2RS Agent needs to be able to read
the client identity of a node and use the client identity’'s
associated priority to resolve conflicts. The secondary
identity is useful for traceability and may al so be recorded.

5. Client identity will have only one priority for the client
identity. A collision on wites is considered an error, but
priority is utilized to conpare requests fromtwo different
clients in order to nodify an existing node entry. Only an
entry froma client which is higher priority can nodify an
existing entry (First entry wins). Priority only has meaning at
the tinme of use.

6. The Agent identity and the Cient identity should be passed
outside of the I12RS protocol in a authentication and
aut hori zation protocol (AAA). Cdient priority may be passed in
the AAA protocol. The values of identities are originally set
by operators, and not standardi zed.

7. An | 2RS Cient and | 2RS Agent nutually authenticate each other
based on pre-established authenticated identities.

8. Secondary identity data is read-only neta-data that is recorded
by the | 2RS agent associated with a data nodel’s node is
witten, updated or deleted. Just like the primary identity,
the secondary identity is only recorded when the data node is
witten or updated or del eted
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9. | 2RS agent can have a lower priority I2RS client attenpting to
nodi fy a higher priority client’s entry in a data nodel. The
filtering out of lower priority clients attenpting to wite or
nodi fy a higher priority client’s entry in a data nodel SHOULD
be effectively handl ed and not put an undue strain on the |2RS
agent. Note: Jeff’s suggests that priority is kept at the NACM
at the client level (rather than the path [ evel or the group
level) will allow these Iower priority clients to be filtered
out using an extended NACM approach. This is only a suggestion
of a nethod to provide the requirenent 9.

10. The I 2RS protocol MJST support the use of a secure transport.
However, certain functions such as notifications MAY use a non-
secure transport. Each nodel or service (notification, |ogging)
nmust define within the nodel or service the valid uses of a non-
secure transport.

Epheneral State Requirenents

Per si st ence
| 2RS requires epheneral state; i.e. state that does not persi st
across reboots. |If state nust be restored, it should be done solely

by replay actions fromthe I12RS client via the |2RS agent.

While at first glance this may seem equivalent to the witable-
runni ng datastore in NETCONF, running-config can be copied to a
persistant data store, like startup config. |2RS epheneral state
MJUST NOT be persi sted.

Constraints

Epheneral state MAY refer to non-epheneral state for purposes of

i npl enenting constraints. The designer of epheneral state nodul es
are advi sed that such constraints may inpact the speed of processing
epheneral state commts and shoul d avoid them when speed is
essenti al .

Non- epheneral state MUST NOT refer to epheneral state for constraint
purposes; it SHALL be considered a validation error if it does.

Hi erarchy
Simlar to configuration state (config true, see [RFC6020], section

7.19.1), epheneral state is not permtted to be configured underneath
nodes that are "config fal se" (state data).
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Configuration of epheneral state underneath "config true" is
permtted. This permts augnentation of configuration state with
epheneral nodes.

Configuration of "config true" state underneath epheneral state MJST
NOT be done.

State data, "config false", is permtted underneath epheneral state.
This state data is part of the epheneral nodule and shoul d becone
i naccessible if the epheneral nodul e reboots.

4. changes to YANG

The YANG "config" keyword ([ RFC6020], section 7.19.1) is extended to
support the keyword "epheneral” in addition to "true" and "fal se".
"config epheneral" declares the nodes underneath to be epheneral
configuration.

5. Changes to NETCONF

A capability is registered declaring that the server supports
epheneral configuration. E.g.:

: epheneral -config
urn:ietf: paranms: netconf:capability: epheneral -config:1.0

<get-config> will normally return "config epheneral™ nodes as it is a
formof configuration. It is further extended to add a new
paraneter, "filter-epheneral”. This paraneter accepts the follow ng
argument s:

o none (default): No filtering of persistent or epheneral state is
done.

o epheneral-only: Only nodes representing epheneral state are
returned.

0 exclude-epheneral: Only persistent configuration is returned.
<get>is simlarly extended to support "filter-epheneral"”

When a <copy-config> is done, regardl ess of datastore, nodes that are
"config epheneral” are excluded fromthe target output.
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6. Requirenments regarding Identity, Secondary-ldentity and Priority
6.1. ldentity Requirenents

| 2RS requires clients to have an identity. This identity will be
used by the Agent authentication nmechani smover the appropriate
pr ot ocol .

| 2RS al so pernmits clients to have a secondary identity which nmay be
used for troubleshooting. This secondary identity is an opaque
value. [I-D.ietf-i2rs-traceability] provides an exanple of how the
secondary identity can be used for traceability.

The secondary identity is carried in the configuration operation
using a new paraneter to <edit-config> E. g.

<rpc nessage-id="101" xm ns="urn:ietf:parans: xnl :ns: netconf:base: 1. 0">
<edit-config>
<i 2rs:irs-secondary-identity>user1</i2rs>
<t ar get >
<runni ng/ >
</target>
<confi g>
<top xm ns="http://exanpl e.conl schema/ 1.2/ config">
<interface>
<name>Et her net 0/ 0</ name>
<mt u>1500</ nt u>
</interface>

</top>
</config>
</edit-config>
</rpc>
"config epheneral"” nodes that are created or altered as part of the
config operation will carry the secondary-identity as read-only
met adat a.

6.2. Priority Requirenents

To support Milti-Headed Control, |I2RS requires that there be a

deci dabl e neans of arbitrating the correct state of data when
multiple clients attenpt to mani pul ate the sane piece of data. This
is done via a priority mechanismw th the highest priority w nning.
This priority is per-client.

This further inplies that priority is an attribute that is stored in
t he NETCONF Access Control Mdel [RFC6536] as part of the group.
E.g.:
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+--rw nacm

+--rw enabl e- nacnf? bool ean

+--rw read-defaul t? action-type

+--rw wite-default? action-type

+--rw exec-defaul t? action-type

+--rw enabl e- ext ernal - groups? bool ean

+--ro deni ed-operations yang: zer o- based- count er 32
+--ro denied-data-wites yang: zer o- based- count er 32
+--ro denied-notifications yang: zer o- based- count er 32

+--1rw groups

| +--rw group [nane]

| +--rw nane gr oup- nane-type

| +--rw user - nane* user - nane-type

| +--rwi2rs:i2rs-priority i2rs-priority-type

Epheneral configuration state nodes that are created or altered by
users that match a rule carrying i2rs-priority will have those nodes
annotated with netadata. Additionally, during conmt processing, if
nodes are found where i2rs-priority is already present, and the
priority is better than the transaction’s user’s priority for that
node, the commt SHALL fail. An appropriate error should be returned
to the user stating the nodes where the user had insufficient
priority to override the state.

6.3. Representing |I2RS Attributes in epheneral configuration state

| 2RS attributes may be nodel ed as net a- dat a,
[I-D.ietf-netnod-yang-netadatal]. This neta-data MJUST be read-only;
operations attenpting to alter it MJST be silently ignored. An |I2RS
nmodule will be defined to docunent this neta data. An exanple of its
use:

<foo xmns:i2rs="https://ietf.exanple.conli?2rs"
i 2rs:i2rs-secondary-identity="userl1" i2rs:i2rs-priority="47">

</ f 00>
6.4. Semantics around storing and managi ng of priority and client ID.

The semantics and desired behavi or around the storing and nmanagi ng of
priority and client I D have the foll ow ng properties:

1. First - the priority mechanismis intended to handle "error cases
of colliding wites" in a predictable way that results in a
consi stent nechanism It is true that the same nechani sm coul d
be used if they were not considered "errors", but it is inportant
to mnimze the need and inpact of the priority nmechani sm
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2. Second, if there is a priority conflict where both clients
(Cdient_A and Cient_B) share the sane priority, the client that
wote first wins. This is to avoid network oscillation if two
clients are "fighting" over witing the sanme state. Wen there
are multiple clients and the tine arrival of the nessages nmay not
be predictable (network transit differences, which socket is
read, software differences), basing state on last arrival tine
doesn’t give consistent and predictable behavior. That gives
behavi or ont the following tine-1line

1. Tinme_ 1. Cient_ Awites X=Nwith priority 10

2. Tinme_2: Cient_B attenpts to wite X=K with priority 10 and
is rejected

3. Time_3: Cient_Awites X=P with priority 10 and succeeds

For the |12RS Agent to properly handl e these actions, it is
necessary to know that X is owed by Cient_A Priority alone is
not sufficient because the basis for rejecting Cient_ B's wite
but accepting Cient_A's wite is that Cient_Ais the owner.
Thus it is necessary to store the Client Identity with the nodes
that it owns. This could be in an | 2RS-specific overlay that is
only used by the | 2RS agent and only contains the nodes that have
been witten by |I2RS

3. Third, a question has conme up regardi ng what the behavior of
priority is if aclient’s priority changes and whether priority
needs to be stored wth each node when that node is witten. In
my "keep-it-sinple" perspective, priority is associated with a
Cient and is only used on a conflict. This would nean that
priority is not stored with a node when that node is witten.
Instead, the Client Identity is stored with the node and the
Client’s priority is looked up in a client table that the |I2RS
Agent can access. That client table could be popul ated via
configuration, via a AAA protocol, via NACM etc. The sematic
inplications are as foll ows:

1. Time_1l: Cdient_ Awites X=Nwith priority 10

2. Tinme_2: Cient A s priority is changed (UNUSUAL) to priority
6

3. Tinme_3: Cient_ Bwites X=Kwith priority 8 (succeeds since 8
> 6)

4. Time_ 4. Cient A attenpts to wite X=Nwith priority 6 (fails

b/ic 8 > > 6)
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5. Tinme_5: Cient_B s priority is changed (UNUSUAL) to priority
7

6. Time 6 Cient_ Bwites X=P with priority 7 and succeeds (sane
> owner, no priority check)

The al ternate approach woul d have store the priority with which a
node was witten. That is nore like a priority lock that could
only be changed by a client with higher priority or by the sane
client, regardless of priority. This approach would require
storing a priority per node and the semantic inplications would
be as foll ows:

1. Time_l1:Cient_Awites X=Nwith priority 10
2. Time_2:Cient A s priority is changed (UNUSUAL) to priority 6

3. Tinme_3: Cient_B attenpts to wite X=Kwith priority 8 and
fails (10 > 8)

4. Tinme_4: Cient_Awites X=Nwth priority 6 and succeeds
(same owner, no priority check)

5. Tinme_5: Cdient_B s priority is changed (UNUSUAL) to priority
7

6. Time 6 Cient_ B wites X=P with priority 7 and succeeds (7 >
6)

The behavior for these two nodels is different at Tine_3 and
Ti me_4.

The initial preference was that the priority is not stored with the
node, but if it necessary to store it with the node additional
di scussion may be needed with the | 2RS WG

7. Subscriptions to Changed State Requirenents

I 2RS clients require the ability to nonitor changes to epheneral
state. While subscriptions are well defined for receiving
notifications, the need to create a notification set for al
epheneral configuration state may be overly burdensone to the user.

There is thus a need for a general subscription nechanismthat can
provi de notification of changed state, with sufficient information to
permt the client to retrieve the inpacted nodes. This should be
doable without requiring the notifications to be created as part of
every single I 2RS nodul e.
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8.

9.

9.

Tr ansacti ons

Section 7.9 of the [I-D.ietf-i2rs-architecture] states the |2RS
architecture does not include nmulti-nessage atonmicity and rol |l back
mechani sms, but suggests an |2RS client may inidicate one of the
follow ng error handling techniques for a given nessage sent to the
| 2RS client:

1. Performall or none: Al operations succeed or none of themwll
be applied. This useful when there are nutual dependenci es.

2. Performuntil error: Qperations are applied in order, and when
error occurs the processing stops. This is useful when
dependenci es exi st between nul tipl e-nessage operations, and order
i's inportant.

3. Performall storing errors: Performall actions storing error
indications for errors. This nethod can be used when there are
no dependenci es between operations, and the client wants to sort
it out.

None of these three cases insert known errors into the |I2RS epheneral
dat ast or e.

RESTCONF does an atom c action within a http session, and NETCONF has
atom c actions within a commt. These features may be used to
performthese features.

| 2RS processing is dependent on the |I2RS nodel. The |I2RS nodel nust
consi der the dependencies within nmultiple operations work within a
nodel .

Previ ously Consi dered | deas
1. A Separate Epheneral Datastore

The primary advantage of a fully separate datastore is that the
semantics of its contents are always clearly epheneral. It also
provi des strong segregation of |I2RS configuration and operati onal
state fromthe rest of the systemw thin the network el enent

The nost obvi ous di sadvantage of such a fully separate datastore is
that interaction with the network el ement’s operational or
configuration state beconmes significantly nore difficult. As an
exanple, a BGP | 2RS use case woul d be the dynamic instantiation of a
BGP peer. Wiile it is readily possible to re-use any defined

groupi ngs from an | ETF-standardi zed BGP nodul e in such an |2RS
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9.

10.

11.

epheneral datastore’ s nodul es, one cannot currently reference state
from one datastore to anothe

For exanple, XPath queries are done in the context docunent of the
datastore in question and thus it is inpossible for an | 2RS nodel to
fulfil a "nmust" or "when" requirenent in the BGP nodule in the
standard data stores. To inplenent such a nechani smwould require
appropriate semantics for XPath.

2. Panes of d ass/Overl ay

| 2RS epheneral configuration state is generally expected to be

di sjoint from persistent configuration. |In sonme cases, extending
persi stent configuration with epheneral attributes is expected to be
useful. A case that is considered potentially useful but problenmatic

was explored was the ability to "overlay" persistent configuration
w th epheneral configuration.

In this overlay scenario, persistent configuration that was not
shadowed by epheneral configuration could be "read through”

There were two perceived di sadvantages to this nechani sm
The general conplexity with managi ng the overlay nmechanismitself.
Consi stency issues with validation should the epheneral state be
| ost, perhaps on reboot. |In such a case, the previously shadowed
persistent state may no | onger validate.
Actions Required to Inplenment this Draft
o Draft for adding "config epheneral™ to YANG

o Draft defining NETCONF changes including capability, RPC operation
changes and support of secondary identity, RPC changes to support

priority.

0 |I2RS draft to define neta-data for priority and secondary-
identity.
| ANA Consi derati ons

TBD.
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12. Security Considerations
TBD.
13. Acknow edgenents
This docunent is an attenpt to distill |engthy conversations on the
I2RS mailing list for an architecture that was for a | ong period of
time a noving target. Sone individuals in particular warrant
specific mention for their extensive help in providing the basis for
t his docunent:
o Alia Atlas
o0 Andy Biernan
o Mrtin Bjorklund
o Dean Bogdanavi ch
0 Rex Fernando
o Joel Hal pern
o Thomas Nadeau
o Juergen Schoenwael der
0 Kent Watsen
14. References
14.1. Normative References:
[I-D.ietf-i2rs-architecture]
Atlas, A, Halpern, J., Hares, S., Ward, D., and T.
Nadeau, "An Architecture for the Interface to the Routing
Systent, draft-ietf-i2rs-architecture-09 (work in
progress), March 2015.
[I-D.ietf-i2rs-rib-info-nodel]
Bahadur, N., Folkes, R, Kini, S., and J. Medved, "Routing

Informati on Base Info Mbdel", draft-ietf-i2rs-rib-info-
nodel -06 (work in progress), March 2015.

Haas & Hares Expi res Decenber 25, 2015 [ Page 12]



I nternet-Draft | 2RS Epheneral State Requirenents June 2015

[I-D.ietf-i2rs-traceability]
Clarke, J., Salgueiro, G, and C. Pignataro, "Interface to
the Routing System (12RS) Traceability: Franmework and
Informati on Model ", draft-ietf-i2rs-traceability-03 (work
in progress), My 2015.

[1-D.ietf-netnod-yang-net adat a]
Lhotka, L., "Defining and Using Metadata wth YANG'
draft-ietf-netnod-yang-netadata-01 (work in progress),
June 2015.

14. 2. I nformati ve References

[1-D. bi erman-net conf -rest conf]
Bierman, A., Bjorklund, M, Watsen, K, and R Fernando,
"RESTCONF Protocol ", draft-bierman-netconf-restconf-04
(work in progress), February 2014.

[ RFC2119] Bradner, S., "Key words for use in RFCs to Indicate
Requi renent Level s", BCP 14, RFC 2119, March 1997.

[ RFC6020] Bjorklund, M, "YANG - A Data Mdeling Language for the
Net wor k Confi guration Protocol (NETCONF)", RFC 6020,
Oct ober 2010.

[ RFC6241] Enns, R, Bjorklund, M, Schoenwael der, J., and A
Bi erman, "Network Configuration Protocol (NETCONF)", RFC
6241, June 2011.

[ RFC6536] Bierman, A and M Bjorklund, "Network Configuration
Prot ocol (NETCONF) Access Control Model", RFC 6536, March
2012.

Aut hor s’ Addresses

Jeff Haas
Juni per
Emai | : j haas@ uni per. net

Susan Har es
Huawei
Sal i ne

us

Email : shares@dzh. com

Haas & Hares Expi res Decenber 25, 2015 [ Page 13]



