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Abstract
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Net wor k Functions Virtualization (NFV) environnents, such as
firewal |, deep packet inspection, or attack mtigation engines.
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1. Introduction

Interface to Network Security Functions (12NSF) defined a framework
and interfaces for interacting with Network Security Functions
(NSFs). The 12NSF framework all ows heterogeneous NSFs devel oped by
different security solution vendors to be used in the NFV environnent
by utilizing the capabilities of such products and the virtualization
of security functions in the NFV platform In the |I2NSF franework,
each NSF initially registers the profile of its own capabilities into
the systemin order for thenselves to be available in the system In
addition, the Security Controller registers itself to the |I2NSF user
so that the user can request security services to the Security
Controller.

Thi s docunent describes the applicability of |2NSF framework to

net wor k- based security services with a use case of tine-dependent web
access control. This docunent al so describes integrating |2NSF
framewor k wit h Sof t war e- Defi ned Networking (SDN) technol ogy for
efficient security services and use cases, such as firewall
[opsawg-firewal | s], Deep Packet I|nspection (DPl), and Distributed
Deni al of Service (DDoS) attack mtigation. W inplenented the |2NSF
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framewor k based on SDN for these use cases, and the inplenentation
successfully verified the effectiveness of the |I2NSF franmeworKk.

2. Term nol ogy

Thi s docunent uses the term nology described in [ RFC7149],

[ TUT.Y.3300], [ONF-OpenFlow], [ONF SDN-Architecture],
[ITUT. X 1252], [ITU-T. X 800], [RFC8329], [i2nsf-term nology],

[ consuner-facing-inf-in], [consuner-facing-inf-dn,

[ 2nsf-nsf-cap-inl, [nsf-facing-inf-dm, [registration-inf-iny,
[registration-inf-dn], and [nsf-triggered-steering]. |In addition,
the followng terns are defined bel ow

o Software-Defined Networking (SDN): A set of techniques that
enables to directly program orchestrate, control, and nmanage
network resources, which facilitates the design, delivery and
operation of network services in a dynam c and scal abl e manner
[ TUT.Y.3300].

o Firewall: A service function at the junction of two network
segnents that inspects every packet that attenpts to cross the
boundary. It also rejects any packet that does not satisfy
certain criteria for, for exanple, disallowed port nunbers or IP
addr esses.

0 Centralized Firewall System A centralized firewall that can
establish and distribute policy rules into network resources for
efficient firewall managenent. These rules can be nanaged
dynamcally by a centralized server for firewall. SDN can work as
a network-based firewall systemthrough a standard interface
between an SDN switch and a firewall function as a vitual network
function (VNF).

o0 Centralized VolP Security System A centralized security system
that handles the security functions required for Vol P and VoOLTE
services. SDN can work as a network-based security systemthrough
a standard interface between an SDN switch and a Vol P/ VOLTE
security function as a VNF.

0o Centralized DDoS-attack Mtigation System A centralized mtigator
that can establish and distribute access control policy rules into
network resources for efficient DDoS-attack mtigation. These
rul es can be managed dynamcally by a centralized server for DDoS-
attack mtigation. The SDN controller and switches can
cooperatively work as a network-based firewall systemthrough a
standard interface between an SDN switch and a firewall function
as a VNF running in the SDN controller.
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3. I 2NSF Fr anmewor k

This section describes an | 2NSF framework and its use case. Figure 1
shows an | 2NSF franmework [ RFC8329] to support network-based security
services. As shown in Figure 1, |2NSF User can use security
functions by delivering high-level security policies, which specify
security requirenments the | 2NSF user wants to enforce, to the
Security Controller via the Consuner-Facing Interface

[ consuner-facing-inf-in][consuner-facing-inf-dn.

The Security Controller receives and anal yzes the high-level security
policies froman | 2NSF User, and identifies what types of security
capabilities are required to neet these high-1level security policies.
The Security Controller then identifies NSFs that have the required
security capabilities, and generates |ow | evel security policies for
each of the NSFs so that the high-level security policies are
eventual ly enforced by those NSFs. Finally, the Security Controller
sends the generated | ow1level security policies to the NSFs
[i2nsf-nsf-cap-in][nsf-facing-inf-dnj.

The Security Controller requests NSFs to performlowlevel security
services via the NSF-Facing Interface. The NSFs are enabl ed as
Virtual Network Functions (VNFs) on top of virtual nmachines through
Net wor k Functions Virtualization (NFV) [ETSI-NFV]. In addition, the
Security Controller uses the |I2NSF Registration Interface
[registration-inf-im|[registration-inf-dn] to comunicate with

Devel oper’ s Managenent System (call ed Devel oper’s Mgnt System for
regi stering (or deregistering) the developer’s NSFs into (or from
the NFV system using the | 2NSF franmewor k.

The Consuner-Facing Interface between an | 2NSF User and the Security
Controller can be inplenented using, for exanple, RESTCONF [ RFC8040].
Dat a nodel s specified by YANG [ RFC6020] descri be high-1level security
policies to be specified by an | 2NSF User. The data nodel defined in
[ consuner-facing-inf-dn] can be used for the | 2NSF Consuner - Faci ng
Interface.
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Figure 1: |2NSF Framewor k

The NSF-Facing Interface between Security Controller and NSFs can be
i mpl ement ed usi ng NETCONF [ RFC6241]. YANG data nodel s describe | ow
| evel security policies for the sake of NSFs, which are transl ated
fromthe high-level security policies by the Security Controller.
The data nodel defined in [nsf-facing-inf-dn] can be used for the

| 2NSF NSF- Faci ng I nterface.

The Regi stration Interface between the Security Controller and the
Devel oper’s Mgm System can be inpl emented by RESTCONF [ RFC8040].
The data nodel defined in [registration-inf-dm can be used for the
| 2NSF Regi stration Interface.

Al so, the |I2NSF framework can enforce nmultiple chained NSFs for the
| ow- | evel security policies by neans of service function chaining
(SFC) techniques for the | 2NSF architecture described in
[nsf-triggered-steering].

The foll owm ng describes a security service scenari o using the |2NSF
f ramewor k.

3.1. Tine-dependent Wb Access Control Service

This service scenari o assunes that an enterprise network

adm ni strator wants to control the staff nenbers’ access to Facebook
during business hours. The followng is an exanpl e high-1evel
security policy rule that the adm nistrator requests: Block the staff
nmenbers’ access to Facebook from9 amto 6 pm The adm nistrator
sends this high-level security policy to the security controller,
then the security controller identifies required secuity
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capabilities, e.g., |IP address and port nunber inspection
capabilities and URL inspection capability. In this scenario, it is
assunmed that the | P address and port nunber inspection capabilities
are required to check whether a received packet is an HITP packet
froma staff nenber. The URL inspection capability is required to
check whether the target URL of a received packet is facebook.com or
not .

The Security Controller maintains the security capabilities of each
NSF running in the |I2NSF system which have been reported by the
Devel oper’ s Managenent Systemvia the Registation interface. Based
on this information, the Security Controller identifies NSFs that can
performthe I P address and port nunber inspection and URL inspection.
In this scenario, it is assuned that an NSF of firewall has the IP
address and port nunber inspection capabilities and an NSF of web
filter has URL inspection capability.

The Security Controller generates |ow|evel security rules for the
NSFs to perform | P address and port nunber inspection, URL

i nspection, and tinme checking. Specifically, the Security Controller
may i nteroperate with an access control server in the enterprise
network in order to retrieve the information (e.g., |IP address in
use, conpany ID, and role) of each enployee that is currently using
the network. Based on the retrieved information, the Security
Control |l er generates | owlevel security rules to check whether the
source | P address of a received packet matches any one being used by
a staff nmenber. |In addition, the |owlevel security rules should be
able to determ ne that a received packet is of HITP protocol. The

| ow-| evel security rules for web filter checks that the target URL
field of a received packet is equal to facebook.com Finally, the
Security Controller sends the | ow|evel security rules of the IP
address and port nunber inspection to the NSF of firewall and the

| ow- 1 evel rules for URL inspection to the NSF of web filter.

The foll ow ng describes how the tine-dependent web access control
service is enforced by the NSFs of firewall and web filter.

1. A staff nmenber tries to access Fackbook.com during busi ness
hours, e.g., 10 am

2. The packet is forwarded fromthe staff nenber’s device to the
firewall, and the firewall checks the source |IP address and port
nunber. Now the firewall identifies the received packet is an
HTTP packet fromthe staff nenber

3. The firewall triggers the web filter to further inspect the

packet, and the packet is forwarded fromthe firewall to the web
filter. Service Function Chaining (SFC) technol ogy can be
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4.

utilized to support such packet forwarding in the | 2NSF framework
[nsf-triggered-steering].

4. The web filter checks the target URL field of the received
packet, and realizes the packet is toward Facebook.com The web
filter then checks that the current time is in business hours.

If so, the web filter drops the packet, and consequently the
staff nenber’s access to Facebook during business hours is
bl ocked.

| 2NSF Franmework wi th SDN

Thi s section describes an | 2NSF framework with SDN for | 2NSF
applicability and use cases, such as firewall, deep packet

i nspection, and DDoS-attack mtigation functions. SDN enabl es sone
packet filtering rules to be enforced in the network sw tches by
controlling their packet forwarding rules. By taking advantage of
this capability of SDN, it is possible to optimze the process of
security service enforcenent in the | 2NSF system

Figure 2 shows an | 2NSF framework [RFC8329] with SDN networks to
support network-based security services. In this system the
enforcenent of security policy rules is divided into the SDN sw tches
and NSFs. Especially, SDN switches enforce sinple packet filtering
rules that can be translated into their packet forwarding rules,
whereas NSFs enforce NSF-rel ated security rules requiring the
security capabilities of the NSFs. For this purpose, the Security
Controller instructs the Switch Controller via NSF-Facing Interface
so that SDN switches can performthe required security services wth
fl ow tabl es under the supervision of the Switch Controller (i.e., SDN
Controller).

As an exanple, let us consider two different types of security rules:
Rule Ais a sinple packet fltering rule that checks only the IP
address and port nunber of a given packet, whereas rule Bis a tine-
consum ng packet inspection rule for analyzing whether an attached
file being transmtted over a flow of packets contains malware. Rule
A can be translated into packet forwarding rules of SDN sw tches and
t hus be enforced by the switches. |In contrast, rule B cannot be
enforced by switches, but it can be enforced by NSFs with anti -

mal ware capability. Specifically, a flow of packets is forwarded to
and reassenbl ed by an NSF to reconstruct the attached file stored in
the flow of packets. The NSF then analyzes the file to check the

exi stence of malware. |[If the file contains nmalware, the NSF drops

t he packets.

In an I 2NSF franmework with SDN, the Security Controller can anal yze
gi ven security policy rules and automatically determ ne which of the
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gi ven security policy rules should be enforced by SDN sw tches and
whi ch shoul d be enforced by NSFs. |[|f sonme of the given rules
requires security capabilities that can be provided by SDN sw tches,
then the Security Controller instructs the Switch Controller via NSF-
Facing Interface so that SDN switches can enforce those security
policy rules with flow tables under the supervision of the Switch
Controller (i.e., SDN Controller). O if some rules require security
capabilities that can be provided by not SDN swi tches but NSFs, then
the Security Controller instructs relevant NSFs to enforce those

rul es.
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Figure 2: An | 2NSF Franmework wi th SDN Net wor k
The foll ow ng subsections introduce three use cases for cloud-based

security services: (i) firewall system (ii) deep packet inspection
system and (iii) attack mtigation system [RFC8192]
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4.1. Firewall: Centralized Firewall System

A centralized network firewall can nmanage each network resource and
firewall rules can be managed flexibly by a centralized server for
firewall (called Firewall). The centralized network firewall
controls each swtch for the network resource nmanagenent and the
firewall rules can be added or del eted dynam cally.

The procedure of firewall operations in this systemis as foll ows:

1. A switch forwards an unknown flow s packet to one of the Switch
Controllers.

2. The Switch Controller forwards the unknown flow s packet to an
appropriate security service application, such as the Firewall.

3. The Firewall analyzes, typically, the headers and contents of the
packet .

4. If the Firewall regards the packet as a nmalicious one wth a
suspicious pattern, it reports the malicious packet to the Switch
Controller.

5. The Switch Controller installs newrules (e.g., drop packets with
t he suspicious pattern) into underlying swtches.

6. The suspected packets are dropped by these switches.

Exi sting SDN protocols can be used through standard interfaces
between the firewall application and sw tches
[ RFC7149] [ I TU-T. Y. 3300] [ ONF- OpenFl ow] [ ONF- SDN- Archi tecture].

Legacy firewal | s have sone chall enges such as the expensive cost,

per f ormance, managenent of access control, establishment of policy,
and packet-based access nechanism The proposed franework can
resol ve the chall enges through the above centralized firewall system
based on SDN as fol |l ows:

o0 Cost: The cost of adding firewalls to network resources such as
routers, gateways, and switches is substantial due to the reason
that we need to add firewall on each network resource. To solve
this, each network resource can be nmanaged centrally such that a
single firewall is manipulated by a centralized server.

o Performance: The performance of firewalls is often slower than the

link speed of network interfaces. Every network resource for
firewall needs to check firewall rules according to network
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4.

2.

conditions. Firewalls can be adaptively depl oyed anong network
swi t ches, depending on network conditions in the franmework.

o The managenent of access control: Since there nay be hundreds of
network resources in a network, the dynam c managenent of access

control for security services like firewall is a challenge. In
the framework, firewall rules can be dynam cally added for new
mal war e.

0 The establishnent of policy: Policy should be established for each
network resource. However, it is difficult to describe what flows
are permtted or denied for firewall within a specific
organi zati on network under managenent. Thus, a centralized view
is helpful to determ ne security policies for such a network.

o Packet-based access nechani sm Packet-based access nmechanismis
not enough for firewall in practice since the basic unit of access
control is usually users or applications. Therefore, application
| evel rules can be defined and added to the firewall system
t hrough the centralized server

Deep Packet |nspection: Centralized Vol P/ VOLTE Security System

A centralized Vol P/ VOLTE security system can nonitor each Vol P/ VOLTE
fl ow and manage Vol P/ VOLTE security rules controlled by a centralized
server for Vol P/ VOLTE security service called VolP Intrusion
Prevention System (I PS). The Vol P/ VOLTE security systemcontrols
each switch for the Vol P/VoLTE call flow managenent by mani pul ati ng
the rules that can be added, deleted or nodified dynam cally.

A centralized Vol P/ VOLTE security system can cooperate with a network
firewall to realize Vol P/VOLTE security service. Specifically, a
network firewall perfornms basic security checks of an unknown flow s
packet observed by a switch. |If the network firewall detects that

t he packet is an unknown Vol P call flow s packet that exhibits sone
suspi cious patterns, then it triggers the Vol P/VOLTE security system
for nore specialized security analysis of the suspicious Vol P cal
packet .

The procedure of Vol P/ VOLTE security operations in this systemis as
foll ows:

1. A switch forwards an unknown flow s packet to the Switch
Controller, and the Switch Controller further forwards the
unknown flow s packet to the Firewall for basic security
i nspecti on.
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2. The Firewall analyzes the header fields of the packet, and
figures out that this is an unknown Vol P call flow s signal
packet (e.g., SIP packet) of a suspicious pattern.

3. The Firewall triggers an appropriate security service function,
such as VolP IPS, for detailed security analysis of the
suspi ci ous signal packet. That is, the firewall sends the packet
to the Service Function Forwarder (SFF) in the |I2NSF framework
[nsf-triggered-steering], as shown in Figure 2. The SFF forwards
t he suspi cious signal packet to the Vol P | PS.

4. The Vol P I PS anal yzes the headers and contents of the signal
packet, such as calling nunber and session description headers
[ RFC4566] .

5. If, for exanple, the VolP IPS regards the packet as a spoofed
packet by hackers or a scanni ng packet searching for Vol P/ VoLTE

devices, it drops the packet. 1In addition, the VolP IPS requests
the Switch Controller to block that packet and the subsequent
packets that have the same call-id.

6. The Switch Controller installs newrules (e.g., drop packets)
into underlying swtches.

7. The illegal packets are dropped by these sw tches.

Exi sting SDN protocols can be used through standard interfaces
bet ween the Vol P I PS application and switches [RFC7149][I TU-T. Y. 3300]
[ ONF- OpenFl ow] [ ONF- SDN- Ar chi tecture] .

Legacy hardware based Vol P | PS has sone chal | enges, such as
provisioning time, the granularity of security, expensive cost, and
t he establishnment of policy. The |I2NSF franmework can resolve the
chal | enges through the above centralized Vol P/ VOLTE security system
based on SDN as fol | ows:

o Provisioning: The provisioning tinme of setting up a | egacy Vol P
IPS to network i s substantial because it takes from sone hours to
some days. By managi ng the network resources centrally, VolP IPS
can provide nore agility in provisioning both virtual and physi cal
network resources froma central | ocation.

o The granularity of security: The security rules of a | egacy Vol P
| PS are conmpounded considering the granularity of security. The
proposed framework can provide nore granular security by
centralizing security control into a switch controller. The VolP
I PS can effectively nmanage security rules throughout the network.
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o0 Cost: The cost of adding VolP IPS to network resources, such as
routers, gateways, and switches is substantial due to the reason
that we need to add Vol P I PS on each network resource. To solve
this, each network resource can be managed centrally such that a
single VoIP IPS is mani pul ated by a centralized server.

0 The establishnment of policy: Policy should be established for each
network resource. However, it is difficult to describe what flows
are permtted or denied for VolP IPS within a specific
or gani zati on network under nmanagenent. Thus, a centralized view
is helpful to determ ne security policies for such a network.

Attack Mtigation: Centralized DDoS-attack Mtigation System

A centralized DDoS-attack mitigation can nmanage each network resource
and mani pul ate rules to each switch through a centralized server for
DDoS-attack mtigation (called DDoS-attack Mtigator). The
centralized DDoS-attack mtigation system defends servers agai nst
DDoS attacks outside private network, that is, from public network.

Servers are categorized into statel ess servers (e.g., DNS servers)
and stateful servers (e.g., web servers). For DDoS-attack
mtigation, traffic flows in switches are dynamcally configured by
traffic flow forwardi ng path managenent according to the category of
servers [ AVANT- GUARD]. Such a managenent shoul d consider the | oad
bal ance anbng the switches for the defense agai nst DDoS attacks.

The procedure of DDoS-attack mtigation operations in this systemis
as follows:

1. A Switch periodically reports an inter-arrival pattern of a
flow s packets to one of the Switch Controllers.

2. The Switch Controller forwards the flow s inter-arrival pattern
to an appropriate security service application, such as DDoS-
attack Mtigator.

3. The DDoS-attack Mtigator anal yzes the reported pattern for the
flow.

4. |If the DDoS-attack Mtigator regards the pattern as a DDoS
attack, it conputes a packet dropping probability corresponding
to suspi ci ousness level and reports this DDoS-attack flowto
Switch Controller.

5. The Switch Controller installs newrules into switches (e.g.,

forward packets with the suspicious inter-arrival pattern with a
dr oppi ng probability).
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6. The suspicious flow s packets are randomy dropped by sw tches
with the dropping probability.

For the above centralized DDoS-attack mtigation system the existing
SDN protocol s can be used through standard interfaces between the
DDoS-attack mtigator application and switches [ RFC7149]

[ TUT.Y.3300] [ ONF- OpenFl ow] [ ONF- SDN- Ar chi t ect ure] .

The centralized DDoS-attack mtigation system has chall enges sinmlar
to the centralized firewall system The proposed framework can
resol ve the chall enges through the above centralized DDoS-attack
mtigation system based on SDN as fol |l ows:

o Cost: The cost of adding DDoS-attack mtigators to network
resources such as routers, gateways, and switches is substanti al
due to the reason that we need to add DDoS-attack mtigator on
each network resource. To solve this, each network resource can
be managed centrally such that a single DDoS-attack mtigator is
mani pul ated by a centralized server.

o Performance: The performance of DDoS-attack mitigators is often
slower than the |ink speed of network interfaces. The checking of
DDoS attacks may reduce the performance of the network interfaces.
DDoS-attack mtigators can be adaptively depl oyed anong networ k
swi t ches, depending on network conditions in the franmework.

o The managenent of network resources: Since there may be hundreds
of network resources in an adm ni stered network, the dynamc
managenent of network resources for performance (e.g., |oad
bal ancing) is a challenge for DDoS-attack mtigation. |In the
framewor k, as dynam c network resource managenent, traffic flow
forwardi ng path managenent can handl e the | oad bal anci ng of
network switches [ AVANT- GUARD]. Wth this managenent, the current
and near-future workl oad can be spread anong the network swtches
for DDoS-attack mtigation. In addition, DDoS-attack mtigation
rules can be dynam cally added for new DDoS attacks.

0 The establishnment of policy: Policy should be established for each
network resource. However, it is difficult to describe what flows
are permtted or denied for new DDoS-attacks (e.g., DNS reflection
attack) within a specific organi zati on network under nmanagenent.
Thus, a centralized viewis helpful to determ ne security policies
for such a network.

So far this docunent has described the procedure and inpact of the
three use cases for network-based security services using the | 2NSF
framework with SDN networks. To support these use cases in the
proposed data-driven security service framework, YANG data nodel s
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described in [consuner-facing-inf-dn, [nsf-facing-inf-dn, and
[registration-inf-dn] can be used as Consuner-Facing Interface, NSF-
Facing Interface, and Registration Interface, respectively, along
wi t h RESTCONF [ RFC8040] and NETCONF [ RFC6241] .

5. Security Considerations

The | 2NSF framework with SDN networks in this docunent is derived
fromthe | 2NSF framework [ RFC8329], so the security considerations of
the | 2NSF framework should be included in this docunment. Therefore,
proper secure conmuni cation channels should be used the delivery of
control or nmanagenent nessages anong the conponents in the proposed

f r amewor k.

Thi s docunent shares all the security issues of SDN that are
specified in the "Security Considerations" section of [ITUT.Y.3300].
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Appendi x A. Changes fromdraft-ietf-i2nsf-applicability-01

The foll ow ng changes have been nade fromdraft-ietf-i2nsf-
applicability-01:

o In Section 4, it is clarified what types of security policy rules
can be enforced by SDN switches or NSFs in the environnent of
| 2NSF franework with SDN

o In Section 4, it is explained what shoul d be done by the Security
Controller in order to divide the enforcenent of security policy
rules into the SDN switches and NSFs in the | 2NSF franmework w th
SDN.
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