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Abstract

Thi s docunent describes flow and service information nodel for
Determ nistic Networking (DetNet). The DetNet service is provided
either for a Layer 3 or a Layer 2 flow This docunent provides

Det Net fl ow and service information nodel both for Layer 3 and Layer
2 flows in an integrated fashion.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi mnum of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on April 25, 2019.
Copyright Notice

Copyright (c) 2018 I ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the I ETF Trust’s Legal
Provisions Relating to | ETF Docunents
(https://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents

Far kas, et al. Expires April 25, 2019 [ Page 1]



| nt er net - Draf t Det Net Fl ow | nformati on Mbdel Cct ober 2018

careful ly,

to this docunent. Code Conponents extracted fromthis docunent
include Sinplified BSD License text as described in Section 4.e of

t he

Trust Legal Provisions and are provided wi thout warranty as

described in the Sinplified BSD License.
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1. Introduction

A Determnistic Networking (DetNet) service provides a capability to
carry a unicast or a nulticast data flow for an application with
constrai ned requirements on network performance, e.g., |ow packet

| oss rate and/or latency. The DetNet service is provided either for
a Layer 3 (L3) flow or a Layer 2 (L2) flow by an | P/ MPLS networKk,
see, e.g., [I-D.ietf-detnet-dp-sol-npls]. Simlarly, Time-Sensitive
Net working (TSN) [ EEEB021TSN]) can be used for L2 flows in a bridged
network. DetNet and TSN have comon architecture as expressed in
[ETFDet Net] and [I-D.ietf-detnet-architecture]. DetNet service can
be | everaged both by L3 and L2 flows, i.e., by DetNet L3 flows and
Det Net L2 flows. Therefore, the DetNet flow and service information
nodel provided by this docunent covers both DetNet L3 flows and
DetNet L2 flows in an integrated fashion.

In a given network scenario three information nodels can
di sti ngui shed:

o Flow nodel s describe characteristics of data flows. These nodels
describe in detail all relevant aspects of a flow that are needed
to support the flow properly by the network between the source and
t he destination(s).

0 Service nodels describe characteristics of services being provided
for data flows over a network. These nodels can be treated as a
net wor k operat or i ndependent information nodel.

o Configuration nodels describe in detail the settings required on
network nodes to serve a data flow properly.

Service and flow information nodels are used between the user and the
network operator. Configuration information nodels are used between
t he managenent/control plane entity of the network and the network
nodes. They are shown in Figure 1
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Figure 1. Usage of Information nodels (flow, service and
configuration)

Det Net fl ow and service information nodel is based on
[I-D.ietf-detnet-architecture] and on the data nodel specified by
[ EEEB021Qcc]. Furthernore, the DetNet flow information nodel relies
on the flowidentification possibilities described in [|EEE8021CB],
which is used by [| EEE8021Qcc] as well. In addition to TSN data
nodel , [ EEE8021Qcc] al so specifies configuration of TSN features
(e.g., traffic scheduling specified by [|I EEE8021Cbv]). Due to the
common architecture and fl ow nodel, configuration features can be

| everaged in certain depl oynent scenarios, e.g., when the network

t hat provides the DetNet service includes both L3 and L2 network
segnents.

Based on the DetNet architecture [I-D.ietf-detnet-architecture] (see
Section 4), this docunment (this revision) only considers the
Centralized Network / Distributed User Mbdel out of the nodels
specified by [I EEEB021Qcc]. That is, there is a User-Network
Interface (UNI) between an end system and a network. Furthernore,
there is a central entity for the control of the network. For

i nstance, the central entity inplenments a Path Conputation El enent
(PCE) for the calculation and establishnment of paths needed for
packet replication and elimnation, if any.

1.1. CGoal s

As it is expressed in the Charter [IETFDet Net], the Det Net W5

col | aborates with IEEE 802.1 TSN in order to define a common
architecture for both Layer 2 and Layer 3, which is beneficial for
vari ous reasons, e.g., in order to sinplify inplenmentations. The

fl ow and service information nodels should be al so conmmon al ong t hose
lines. As the TSN flow i nformation/ data nodel specified by
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[ EEEB021Qcc] is mature, the DetNet flow and service information
nodel s described in this docunent are based on [| EEE8021Qcc], which
is an anendnent to [| EEE8021Q .

Thi s docunent intends to specify flow and service information nodels
only.

1. 2. Non Goal s

Thi s docunment (this revision) does not intend to specify either flow
data nodel or DetNet configuration. Fromthese aspects, the goals of
this docunent differ fromthe goals of [IEEE8021Qcc], which also
speci fies data nodel and configuration of certain TSN features.

2. Conventions Used in This Docunent

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

The | owercase forns with an initial capital "Mist", "Mst Not",
“Shall", "Shall Not", "Should", "Should Not", "May", and "Optional"
in this docunent are to be interpreted in the sense defined in

[ RFC2119], but are used where the normative behavior is defined in
docunent s published by SDOs ot her than the | ETF.

3. Term nol ogy and Definitions
Thi s docunent uses the term nology established in Section 2 of the
Det Net architecture docunent [I-D.ietf-detnet-architecture]. The
Det Net <=> TSN dictionary of [I-D.ietf-detnet-architecture] is used
to performtranslation from|[|EEE8021Qcc] to this docunent.
Additional ternms used in this docunent:
Det Net L3 Flow. Layer 3 (L3) flow |l everagi ng Det Net service.
Det Net L2 Flow. Layer 2 (L2) flow | everagi ng Det Net service.

Det Network Fl ow. Det Net data plane specific encapsulated fornmat of a
Det Net L2 or L3 flow | everagi ng Det Net service.

4. Nam ng Conventi ons
The foll ow ng nam ng conventions were used for nam ng information
nodel conponents in this docunent. It is recommended that extensions
of the nodel use the sane conventions.

0 Nanes SHOULD be descripti ve.
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o Nanmes MJST start with uppercase letters.

o Conposed nanes MJST use capital letters for the first letter of
each conponent. All other letters are | owercase, even for
acronyns. Exceptions are made for acronyns containing a mxture
of | owercase and capital letters, such as IPv6. Exanples are
Sour ceMacAddr ess and Desti nati onl Pv6Addr ess.

5. Service node
5. 1. Servi ce overvi ew

The Det Net service can be defined as a service that provides a
capability to carry a unicast or a nmulticast data flow for an
application with constrai ned requirenents on network performance,
e.g., low packet |loss rate and/or | atency.

The sinplest DetNet service is to provide bridging over the DN domain
(i.e., tunneling for L2), where the connected hosts are in the sane
broadcast (BC) domain. Forwarding over the Det Net domain is based on
L2 (MAC) addresses (i.e. dst-MAC). Sonmewhat nore sophisticated is
Det Net Routing service that provides routing, so available only for
L3 hosts that are in different BC domains. Forwarding over the

Det Net domain is based on L3 (IP) addresses (i.e. dst-1P)

Figure 5. and Figure 8. in [I-D.ietf-detnet-architecture] show the
Det Net service related reference points and mai n conponents.

5.2. Service paraneters
A Det Net network receives DetNet flows via a UNI as shown in Figure 5
in[lI-Dietf-detnet-architecture]. The DetNet network connects the
UNIs via tunnels in order to provide Det Net service as shown in
Figure 8 in [I-D.ietf-detnet-architecture].
The Det Net service attributes are the foll ow ng:

o Bandw dth
It is the bandw dth guaranteed for the Det Net service.

o Delay paraneters
The are two del ay paraneters for a Det Net service:

*  Maxi mum | at ency, which is the maxi rum end-to-end one-way
| at ency for the Det Net service.

* Packet Delay Variation (PDV), which is the difference between
the m ni num and the maxi mum end-to-end one-way | atency. The
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5. 3.

Far

PDV par anmet er describes the maxi num packet delay variation for
the Det Net service. (Note that PDV is sonetines referred to as
jitter.)

0 Loss paraneters

*  The maxi mum Packet Loss Ratio (PLR) paraneter describes the
maxi mum packet loss ratio for the DetNet service between the
edges of the DetNet network.

* Sonme applications have special |oss requirenent. The maxi num
consecutive | oss tol erance paraneter describes the maxi mum
nunber of consecutive packets whose |oss can be tolerated. The
maxi mum consecuti ve | oss tol erance can be neasured based on
seqguence nunber.

0 Maxi mum al | owed m sordering
Maxi mum al | owed m sordering descri bes the tol erabl e maxi num nunber
of packets that can be received out of order. The maxi num all owed
m sordering can be nmeasured based on sequence nunber. The val ue
zero for the maxi mum all owed mi sordering indicates that in order
delivery is required, m sordering cannot be tol erated.

o Connectivity type
Two connectivity types are distinguished: point-to-point (p2p) and
poi nt-to-nultipoint (p2np). Connectivity type p2np is created by
a transport |ayer function (e.g., p2np LSP). (Note: np2np
connectivity is a superposition of p2np connections.)

o Service rank
Service rank provides the rank of a service instance relative to
other services in the network. Rank is used by the network in
case of network resource limtation scenari os.

Ref erence Poi nts
From servi ce nodel design perspective a fundanental question is the
| ocation of the service endpoints, i.e., where the service starts and
ends.

Not e: Further discussion is needed based on data pl ane encapsul ati on
results what reference points should be defined. Only sone possible
exanples |listed here:

o App-flow endpoint: End systenis internal reference point for the
native data flow
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o0 DetNet-UNI: UNI interface ("U') on a Det Net edge node.
0O DetNet-NNI: NNl interface ("N') between Det Net domains.

[[ NOTE: Contributions are wel cone whet her we shoul d define or
di stinguish internal reference point(s) for DetNet-aware end-systens
as well. 1]

Det Net-UNI and Det Net-NNI are assumed in this docunent to be packet -
based reference points and provide connectivity over the packet
network and between domains. A DetNet-UN adds networking technol ogy
specific encapsulation to the data flow in order to transport it over
t he networKk.

[[NOTE: Differences between the service over end-systens internal
reference points and DetNet-UNI is for further discussions. For
exanple, in-order delivery is expected in end systeminternal
reference points, whereas it is considered optional over the Det Net-
UNI. 1]

5.4. Service scenarios

Usi ng the above defined reference points, two major service scenarios
can be identified:

o End-to-End-Service: the service reaches out to final source or
destination nodes, so it is an e2e service between application
hosti ng devices (end systens).

0 DetNet-Service: the service connects networking islands, so it is
a service between the borders of network domain(s).

[[NOTE: we may consider to define further scenarios based on the
result of reference point related discussions. ]]

6. End System and Det Net donain

Determ nistic service is required by tinme/loss sensitive
application(s) running on an end system during conmunication with its
peer(s). Such a data exchange has various requirenments on del ay and/
or | oss paraneters.

The Det Net architecture [I-D.ietf-detnet-architecture] distinguishes
two kinds of end systens: Source and Destination. The sane
distinction is applied for the DetNet flow information nodel. In
addition to the end systens interested in a flow, the status
information of the flowis also inportant. Therefore, the Det Net
flow information nodel relies on three high | evel groups:
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o Source: an end system capable of sourcing a DetNet flow. The
Source information group includes elements that specify the Source
for a single flow. This information group is applied fromthe
user to the network.

o Destination: an end systemthat is a destination of a DetNet flow
The Destination information group includes elements that specify
the Destination for a single flow This information group is
applied fromthe user to the network.

o Flow Status: the status of a DetNet flow. The status information
group includes elenents that specify the status of the flowin the
network. This information group is applied fromthe network to
the user. This information group infornms the user whether or not
the flowis ready for use.

From servi ce perspective two kinds of edge nodes can be

di stingui shed: Ingress and Egress. In addition the technol ogy of the
Det Net domain and the status of the service are also inportant.
Therefore, the DetNet service information nodel relies on four high

| evel groups:

0 Ingress: an edge systemreceiving a DetNet flow froma Source.
The I ngress information group includes elenments that specify the
entry point for a single flow This information group is applied
fromthe network to the user.

o Egress: an edge systemsending traffic towards a Destination of a
Det Net flow. The Egress information group includes elenents that
specify the egress point for a single flow This information
group is applied fromthe network to the user.

0 DetNet Domain: an adm nistrative donmain providing the Det Net
service. The DetNet domain information group includes el enents
that specify the forwarding capabilities and nethods for a single
flow. This information group is applied within the network.

0 Service-Status: the status of a DetNet service. The status
i nformati on group includes elenments that specify the status of the
service specific state of the network. This information group is
applied fromthe network to the user. This information group
infornms the user whether or not the service is ready for use.

There are two operations for each flowwth respect to a Source or a
Destination (and an Ingress or an Egress):

o Join: Source/Destination request to join the flow.
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0 Leave: Source/Destination request to | eave the flow
o Mdify: Sourcel/Destination request to change the fl ow.

Modi fy operation can be considered to address cases when a flowis
slightly changed, e.g., only MaxPayl oadSi ze (Section 7.2) has been
changed. The advantage of having a Mddify is that it allows to
initiate a change of flow spec while |leaving the current flowis
operating until the change is accepted. |If there is no |inkage

bet ween the Join and the Leave, then in figuring out whether the new
fl ow spec can be supported, the central entity has to assune that the
resources commtted to the current flow are in use. Via Mdify the
central entity knows that the resources supporting the current flow
can be avail able for supporting the altered flow Mdify is
considered to be an optional operation due to possible control-plane
limtations.

As the DetNet UNI can provide service for both L3 and L2 flows, end
systenms may not need to inplenment the L3 <=> L2 Transfer Function
speci fied by [I EEEB021CB] (see, e.g., subclause 6.3; see also

subcl ause 46.1 in [I EEEB021Qcc]). An edge node may inplenent a
function simlar to the Transfer Function, see, e.g., the Svc Proxy
in Figure 3 in [I-D.ietf-detnet-architecture].

7. FI ow

The flows | everagi ng Det Net service can be unicast or nulticast data
flows for an application with constrained requirenments on network
performance, e.g., |low packet |oss rate and/or |atency. Therefore,
they can require different connectivity types: point-to-point (p2p)
or point-to-multipoint (p2np). The p2np connectivity is created by a
transport |ayer function (e.g., p2np LSP)
[I-D.ietf-detnet-dp-sol-npls]. (Note that nmp2np connectivity is a
superposition of p2np connections.)

Many flows using DetNet service are periodic wth fix packet size
(i.e., Constant Bit Rate (CBR) flows), or periodic with variable
packet size.

Del ay and | oss paraneters are correl ated because the effect of late
delivery can result data | oss for an application. However, not al
applications require hard limts on both paraneters (delay and | oss).
For exanple, sone real-tinme applications allow graceful degradation
if loss happens (e.g., sanple-based processing, nedia distribution).
Some ot hers may require high-bandw dth connections that nmake the
usage of techniques |ike packet replication econonm cally challenging
or even inpossible. Sone applications may not tolerate |oss, but are
not delay sensitive (e.g., bufferless sensors). Tine/loss sensitive
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applications may have sonmewhat special requirenments especially for
loss (e.g., no loss in two consecutive comuni cation cycles; very |ow
outage tinme, etc.).
Fl ows have the follow ng attributes:
a. DataFl owSpecification (Section 7.1)
b. TrafficSpecification (Section 7.2)
c. FlowRank (Section 7.3)
Flow attributes are described in the follow ng sections.

7.1. ldentification and Specification of Flows
Identification options for DetNet flows at the UNI and within the
Det Net donain are specified as follows; see Section 7.1.1 for Det Net
L3 flows (at UNI'), Section 7.1.2 for DetNet L2 flows (at UNI) and
Section 7.1.3 for DetNetwork flows (wthin the network).

7.1.1. DetNet L3 Flow Identification and Specification at UN

Det Net L3 flows can be identified and specified by the foll ow ng
attri butes:

a. Sourcel pAddress
b. Destinationl pAddress
c. | Pv6Fl owLabel
d. Dscp
e. Protoco
f. SourcePort
g. DestinationPort
7.1.2. DetNet L2 Flow Identification and Specification at UNI

Det Net L2 flows can be identified and specified by the foll ow ng
attri butes:

a. Dest i nati onMacAddr ess

b. SourceMacAddress
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c. Pcp

d. Vlianld

e. FEtherType

Note: The Multiple Stream Registration Protocol (MSRP) [I|EEE8021Q)
uses Stream D to match Tal ker registrations with their corresponding
Li stener registrations, i.e., toidentify Streanms (L2 TSN fl ows).
The Stream D includes the foll owi ng subconponents:

0 A 48-bit MAC Address associated wth the Tal ker sourcing the
streamto the bridged network.

0o A 16-bit unsigned integer value, Unique ID, used to distinguish
anong nmultiple streans sourced by the sane Tal ker.

7.1.3. DetNetwork Flow lIdentification and Specification
Identification of DetNet flows within the DetNet domain are used in
the service information nodel. The attributes are specific to the
forwardi ng paradigmw thin the Det Net domain. DetNetwork flows can
be identified and specified by the follow ng attri butes:

a. Sourcel pAddress

b. Destinationl pAddress
c. | Pv6Fl owLabel

d. (Protocol)

e. (SourcePort)

f. (DestinationPort)

g. Ml sLabel

[[Note: attributes in brackets are dependant on current datapl ane
di scussions. ]]

7.2. Traffic Specification
TrafficSpecification specifies how the Source transmts packets for
the flow This is effectively the prom se/request of the Source to

the network. The network uses this traffic specification to allocate
resources and adj ust queue paraneters in network nodes.
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TrafficSpecification has the follow ng attri butes:

a. Interval: the period of tinme in which the traffic specification
cannot be exceeded.

b. MaxPacketsPerlnterval: the maxi num nunber of packets that the
Source will transmt in one Interval.

c. MaxPayl oadSi ze: the maxi mum payl oad size that the Source will
transmt.

[[NOTE (to be renoved froma future revision): These attributes can
be used to describe any type of traffic (e.g., CBR VBR etc.) and
can be used during resource allocation to represent worst case
scenarios. Further optional attributes can be considered to achieve
nore efficient resource allocation. Such optional attributes n ght
be worth for flows with soft requirenents (i.e., the flowis only

| oss sensitive or only delay sensitive, but not both del ay-and-I| oss
sensitive). Possible options howto extend TrafficSpecification
attributes is for further discussion. |Identified options are
described in the follow ng notes.]]

[[ NOTEL: Based on the already defined attributes the nost simlar
additional attributes for VBR type flows can be defined as foll ows:

o AveragePacketsPerlnterval: the average nunber of packets that the
Source will transmt in one Interval.

o AveragePayl oadSi ze: the average payl oad size that the Source w |
transmt.

11

[[ NOTE2: another alternative to deal better with various traffic
types can rely on [ RFC6003], which describes the support of Metro

Et hernet Forum (MEF) Ethernet traffic paraneters for using for
resource reservation purposes. Such a Bandw dth Profile can be al so
adapted to describe the set of traffic paranmeters for a Detnet flow.
Conmitted Rate indicates the rate at which traffic conmts to be sent
by the source (described in terns of the CIR (Commtted Information
Rate) and CBS (Committed Burst Size) attributes.) Excess Rate
indicates the extent by which the traffic sent by the source exceeds
the conmtted rate. The Excess Rate is described in ternms of the EIR
(Excess Information Rate) and EBS (Excess Burst Size) attributes. ]]

[[NOTE3: a third alternative is to define application based traffic

nodel s such as [ GPP22885] defines periodic and event-driven traffic
nodel , and 5G PPP work defines traffic nodel for MIC (Machi ne Type
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Communi cation) use cases [|-D.ietf-detnet-use-cases]. Periodic
traffic type is usually for status update between devices or devices
transmt status report to a central unit in regular basis.
TrafficPeriod, defines the period of the status update nmessage.

Dat aSi ze, defines the data size of the nassage which is constant.
3GPP al so defines approximately-periodic transm ssion with variations
on period and uncertainty in the tinme arrival of the packets. Event-
triggered traffic type corresponds traffic being triggered by an MIC
device event. M nlnterval BetweenEvent, defines the mnimuminterval
bet ween two events. Event-triggered transmi ssion will not happen al
the tinme, whenever an alert is sent, it waits until the issue being
solved to be able to send another alert. MaxPacket Per Event, defi nes
t he max nunber of packets w thin one nmessage. ]]

7. 3. FI ow Rank

Fl owRank provides the rank of this flowrelative to other flows in
the network. This rank is used to determ ne success/failure of flow
establishment. Rank (boolean) is used by the network to deci de which
fl ows can and cannot exist when network resources reach their limt.
Rank is used to help to determ ne which flows can be dropped (i.e.,
removed from node configuration) if a port of a node becones
oversubscribed (e.g., due to network reconfiguration). The true
value is nore inportant than the false value (i.e., flows wth fal se
are dropped first).

7.4. Service Rank

Servi ceRank provides the rank of this service instance relative to
other services in the network. This rank is used to determ ne
success/failure of service instance establishnent. Rank (boolean) is
used by the network to decide which services can and cannot exi st
when network resources reach their limt. Rank is used to help to
deternmi ne which services can be dropped (i.e., renoved from node
configuration) if a port of a node beconmes oversubscribed (e.g., due
to network reconfiguration). The true value is nore inportant than
the false value (i.e., services with false are dropped first).

[[ NOTE: relationship between ServiceRank and FI owRank needs furt her
di scussions. A 1:Nrelationship is assunmed (a service instance can
serv nmultiple flows). This sub-section is considered to nove to the
service related sections. ]]

8. Source

The Source object specifies:
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o The behavior of the Source for the flow (how when the Source
transmts).
o The requirenents of the Source fromthe network.
0 The capabilities of the interface(s) of the Source.
The Source object includes the follow ng attri butes:
a. DataFl owSpecification (Section 7.1)
b. TrafficSpecification (Section 7.2)
c. FlowRank (Section 7.3)
d. EndSystem nterfaces (Section 10.1)
e. InterfaceCapabilities (Section 10.2)
f. User ToNet wor kRequi renents (Section 10. 3)
For the join operation, the DataFl owSpecification, FlowRank,
EndSystem nterfaces, and TrafficSpecification SHALL be included
within the Source. For the join operation, the
User ToNet wor kRequi renments and InterfaceCapabilities groups MAY be

i ncl uded within the Source.

For the | eave operation, the DataFl owSpecification and
EndSystem nterfaces SHALL be included wthin the Source.

For the nodify operation, the same object SHALL and MAY included as
for the join operation.

9. Destination
The Destination object includes the follow ng attributes:
a. DataFl owSpecification (Section 7.1)
b. EndSystem nterfaces (Section 10.1)
c. InterfaceCapabilities (Section 10.2)
d. User ToNetwor kRequi renments (Section 10. 3)

For the join operation, the DataFl owSpecification and
EndSystem nterfaces SHALL be included within the Destination. For
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10.

10.

the join operation, the User ToNet wor kRequi renents and
InterfaceCapabilities groups MAY be included within the Destination.

For the | eave operation, the DataFl owSpecification and
EndSystem nterfaces SHALL be included within the Destination.

For the nodify operation, the same object SHALL and MAY included as
for the join operation.

[[NOTE (to be renoved froma future revision): Should we add
Destinati onRank? It could distinguish the inportance of Destinations
if the flow cannot be provided for all Destinations.]]

Commpn Attri butes of Source and Destination

Source and Destination end systens have the foll ow ng common
attributes in addition to DataFl owSpecification (Section 7.1).

1. End System Interfaces

EndSystenm nterfaces is a list of identifiers, one for each physi cal
interface (port) in the end systemacting as a Source or Destination.
An interface is identified by an I P or a MAC address.

EndSystem nterfaces can refer also to logical sub-Interfaces if
supported by the end system e.g., based on |flndex paraneter.

2. Interface Capabilities

InterfaceCapabilities specifies the network capabilities of al
interfaces (ports) contained in the EndSystem nterfaces object
(Section 10.1). These capabilities may be configured via the

I nterfaceConfiguration object (Section 14.2) of the Status object
(Section 14).

Note that an end system nmay have nultiple interfaces with different
network capabilities. In this case, each interface should be
specified in a distinct top-level Source or Destination object (i.e.,
one entry in EndSystem nterfaces (Section 10.1)). Use of nultiple
entries in EndSystem nterfaces is intended for network capabilities
that span multiple interfaces (e.qg., packet replication and
elimnation).";.

InterfaceCapabilities attributes:
a. SublnterfaceCapable (sub-interface capable)

b. PREF-Capabl e (packet replication and elim nation capable)
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[[NOTE (to be renopved froma future revision): InterfaceCapabilities
attributes are to be defined. For information, [|EEE8021Qcc]
specifies the followi ng attributes:

o WM anTagCapabl e (Custoner VLAN Tag capabl e)
o0 CB-Capable (frame replication and elimnation capable)

o CB-Stream denTypeList (a list of the optional Stream
Identification types supported by the interface as specified in
[ 1 EEEB021CB] . )

0 CB-SequenceTypeList (a list of the optional Sequence Encode/ Decode
types supported by the interface as specified in [| EEESB021CB].)

11

3. User to Network Requirenents

User ToNet wor kRequi renents specifies user requirenments for the flow,
such as latency and reliability.

The User ToNet wor kRequi renment s obj ect includes the foll ow ng
attri butes:

a. NunReplicationTrees
b. MaxLat ency

NunReplicationTrees specifies the nunber of maximally disjoint trees
t hat the network should configure to provide packet replication and
elimnation for the flow NunReplicationTrees is provided by the
Source only. Destinations SHALL set this elenent to one. Value zero
and one indicate no packet replication and elimnation for the flow
When NunReplicationTrees is greater than one, packet replication and
elimnation is to be used for the flow If the Source sets this

el enent to greater than one, and packet replication and elimnation
is not possible in the network (e.g., no disjoint paths, or the nodes
do not support packet replication and elimnation), then the

Fai | ureCode of the Status object is non-zero (Section 14.1).

MaxLatency is the maxi num | atency from Source to Destination(s) for a
singl e packet of the flow MaxLatency is specified as an integer
nunber of nanoseconds. Wen this requirenment is specified by the
Source, it nust be satisfied for all Destinations. Wen this
requirenent is specified by a Destination, it must be satisfied for
that particular Destination only. |If the User ToNet wor kRequi renents
group is not provided within the Source or Destination object, then
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12.

13.

val ue zero SHALL be used for this elenent. Value zero represents a
speci al use for the maxi mum | atency requirenent. Value zero | ocks-
down the initial latency that the network provides in the
Accunul at edLat ency paraneter of the Status object (Section 14) after
the successful configuration of the flow, such that any subsequent
increase in the | atency beyond that initial value causes the flowto
fail.
[[NOTE-1 (to be renobved froma future revision): Should we add a
paraneter to specify the maxi num packet | oss rate that can be
tolerated for the flow?]]
[[NOTE-2 (to be renobved froma future revision): TrafficSpecification
(Section 7.2) specifies the Peak Information Rate (PIR) of the flow,
which is a kind of user requirenment to the network. Should we add
Committed Information Rate (CIR), i.e., the minimumrate the user
requests to be guaranteed for the flow by the network?]]

| ngress
Pl acehol der

Egress
Pl acehol der

Det Net Dormai n
The Det Net Domai n may change the encapsul ation of a DetNet L2 or L3
flowat the UNI. That inpacts not only how a fl ow can be recogni sed
i nside the Det Net domain but also the resource reservation
cal cul ati ons.
The Det Net Domai n obj ect specifies:
0 The behavior of the flow (how when it is transmted).
o The requirenents of the flow fromthe network.
0 The capabilities of the Det Net donain.
The Det Net domai n object includes the follow ng attributes:
a. DataFl owSpecification (Section 7.1)
b. TrafficSpecification (Section 7.2)

c. ServiceRank (Section 7.4)
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14.

d. DetnetDomai nCapabilities (Section 13.1)
e. UserToNet wor kRequi renments (Section 10. 3)
1. DetNet Domain Capabilities

Det net Domai nCapabi lities specifies the network capabilities, which
can be used to provide DetNet service. DetNet Edge nodes may change
t he encapsul ation of a flow according to the data pl ane used inside
t he Det Net domai n.

Det net Domai nCapabi l ities object includes the follow ng attri butes:
a. Encapsul ati onFormat (data plane specific encapsul ati on)
b. PREF-Capabl e (packet replication and elimnation capabl e)

Fl ow st at us

The Fl owSt atus object is provided by the network each Source and
Destination of the flow The Status object provides the status of
the flow with respect to the establishnment of the flow by the
network. The Status object is delivered via the corresponding UNI to
each Source and Destination end systemof the flow The Status is

di stinct for each Source or Destination because the
Accunul at edLat ency and I nterfaceConfiguration objects are distinct,
see bel ow.

The Status object SHALL include the attributes a), b), c); and MAY
include attributes d), e):

a. DataFl owSpecification (Section 7.1)

b. Statuslinfo (Section 14.1)

c. Accunul atedLatency (this section bel ow)

d. InterfaceConfiguration (Section 14.2)

e. Failedlnterfaces (Section 14.3)

Dat aFl owSpeci fication identifies the flow for which status is

provi ded. DataFl owSpecification is described in (Section 7.1) If the
Status object is provided without a Source or Destination object in a
protocol nessage via a UNI, then the DataFl owSpecification object
SHALL be included within the Status object for both join and | eave

operations. |If the Status object imediately follows a Source or
Destination object in the protocol nessage, then the
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14.

Dat aFl owSpeci fication object is obtained fromthe Source/Destination
obj ect, and therefore DataFl owSpecification is not required within
t he Status object.

Accunul at edLat ency provides the worst-case |atency that a single
packet of the flow can encounter along its current path(s) in the
network. \Wen provided to a Source, Accunul atedLatency is the worst-
case latency for all Destinations (worst path). Accunul atedLat ency
is specified as an integer nunber of nanoseconds. Latency is
nmeasured using the time at which the data frame’ s nessage tinestanp
poi nt passes the reference plane marki ng the boundary between the
network nmedia and PHY. The nessage tinmestanp point is specified by
| EEE Std 802. 1AS [| EEEB021AS] for various nedia. For a successful
Status, the network returns a value |less than or equal to the
MaxLat ency of the User ToNet wor kRequi rements (Section 10.3). If the
NunRepl i cationTrees of the User ToNet wor kRequi rements (Section 10. 3)
is one, then the Accunl at edLatency SHALL provide the worst |atency

for the current path fromthe Source to each Destination. |If the
path is changed (e.g., due to rerouting), then the Accunul at edLat ency
changes accordingly. If the NunReplicationTrees of the

User ToNet wor kRequi renents (Section 10.3) is greater than one,
Accunl at edLat ency SHALL provide the worst latency for all paths in
use fromthe Source to each Destination

1. Status Info

Statuslinfo provides information regarding the status of a flow s
configuration in the network.

The Statuslnfo object MAY include the follow ng attributes:

a. SourceStatus is an enuneration for the status of the flow s
Sour ce:

*  None: no Source
* Ready: Source is ready
*  Failed: Source failed

b. DestinationStatus is an enuneration for the status of the flow s
Desti nati ons:

* None: no Destination

* Ready: all Destinations are ready

Far kas, et al. Expires April 25, 2019 [ Page 20]



| nt er net - Draf t Det Net Fl ow | nformati on Mbdel Cct ober 2018

14.

14.

* Partial Failed: One or nore Destinations ready, and one or nore
Listeners failed. The flow can be used if the Source is
Ready.

* Failed: Al Destinations fail ed.

c. FailureCode: A non-zero code that specifies the problemif the
fl ow encounters a failure (e.g., packet replication and
elimnation is requested but not possible, or SourceStatus is
Fail ed, or DestinationStatus is Failed, or DestinationStatus is
Parti al Fail ed).

[[NOTE (to be renopved froma future revision): FailureCodes to be
defined for DetNet. Table 46-1 of [|EEE8021Qcc] describes TSN
failure codes.]]

2. Interface Configuration

InterfaceConfiguration provides information about of interfaces in

t he Source/Destination. This configuration related informtion
assists the network in neeting the requirenments of the flow The

I nterfaceConfiguration object is according to the capabilities of the
interface. InterfaceConfiguration can be distinct for each Source or
Destination of each flow. If the InterfaceConfiguration object is
not provided within the Status object, then the network SHALL assunme
zero elenents as the default (no interface configuration).

The I nterfaceConfiguration object MAY include one or nore the
follow ng attri butes:

a. MAC or IP Address to identify the interface
b. DataFl owSpecification (Section 7.1)
3. Failed Interfaces

Fai l edlnterfaces provides a list of one or nore physical interfaces
(ports) in the failed node when a failure occurs in the network.

The Fail edl nterface object includes the follow ng attributes:
a. MAC or IP Address to identify the interface
b. InterfaceNane

InterfaceNane is the nanme of the interface (port) within the node.
This interface nane SHALL be persistent, and unique wthin the node.
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15. Service-status
Pl acehol der
16. Summary

Thi s docunment describes DetNet flow information nodel both for Det Net
L3 flows and DetNet L2 flows based on the TSN data nodel specified by
[ EEEB021Qcc]. This revision is extended with Det Net specific flow

i nformati on nodel el enents.

17. |1 ANA Consi derations
N A.

18. Security Considerations
N A.
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