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Abstract

Unmanaged | arge buffers in today’s networks have given rise to a slew
of performance issues. These performance i ssues can be addressed by
some form of Active Queue Managenment (AQV) nechanism optionally in
conmbi nation with a packet scheduling schene such as fair queuing.

The | ETF Active Queue Managenent and Packet Schedul i ng working group
was formed to standardi ze AQM schenes that are robust, easily

i npl enment abl e, and successfully deployable in today’'s networks. This
docunent describes various criteria for perform ng precautionary
characterizati ons of AQM proposals. This docunent also helps in
ascertai ni ng whet her any gi ven AQM proposal shoul d be taken up for

st andar di zati on by the AQM WG

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi mnum of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on Septenber 6, 2015.
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1. Introduction

Active Queue Managenent (AQV) addresses the concerns arising from
usi ng unnecessarily | arge and unmanaged buffers, in order to inprove
network and application performance. Several AQM al gorithms have
been proposed in the past years, npbst notably Random Early Detection
(RED), BLUE, and Proportional Integral controller (Pl), and nore
recently CoDel [CODEL] and PIE [PIE]. In general, these algorithns
actively interact with the Transm ssion Control Protocol (TCP) and
any other transport protocol that deploys a congestion control schene
to manage the anount of data they keep in the network. The avail able
buffer space in the routers and switches should be | arge enough to
accommodat e the short-term buffering requirenments. AQV schenes aim
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at reduci ng nean buffer occupancy, and therefore both end-to-end
delay and jitter. Sone of these algorithns, notably RED, have al so
been widely inplenmented in sone network devices. However, the
potential benefits of the RED schenme have not been realized since RED
is reported to be usually turned off. The main reason of this
reluctance to use RED in today’s deploynents cones fromits
sensitivity to the operating conditions in the network and the
difficulty of tuning its paraneters.

A buffer is a physical volunme of nenory in which a queue or set of
gueues are stored. In real inplenentations of swtches, a gl obal
menory i s shared between the avail abl e devices: the size of the
buffer for a given conmuni cati on does not nake sense, as its

dedi cated nenory may vary over the tinme and real -world buffering
architectures are conplex. For the sake of sinplicity, when speaking
of a specific queue in this docunent, "buffer size" refers to the
maxi mum anount of data the buffer may store, which can be neasured in
bytes or packets. The rest of this nmeno therefore refers to the
maxi mum queue depth as the size of the buffer for a given
conmuni cat i on.

In order to nmeet nostly throughput-based Service-Level Agreenment
(SLA) requirenents and to avoi d packet drops, many hone gat eway
manuf acturers resort to increasing the avail able nenory beyond
"reasonabl e values". This increase is also referred to as

Buf f er bl oat [ BB2011]. Deploying | arge unmanaged buffers on the
Internet has |lead to the increase in end-to-end delay, resulting in
poor performance for |atency-sensitive applications such as real-tine
multinmedia (e.g., voice, video, gamng, etc). The degree to which
this affects nodern networking equi pment, especially consuner-grade
equi pnent’s, produces problenms even with commonly used web services.
Active queue managenent is thus essential to control queuing del ay
and decrease network | atency.

The Active Queue Managenent and Packet Scheduling Wrking Goup (AQM
W5 was recently formed within the TSV area to address the probl ens
with | arge unmanaged buffers in the Internet. Specifically, the AQM
WG is tasked with standardi zi ng AQM schenes that not only address
concerns with such buffers, but also are robust under a wi de variety
of operating conditions. |In order to ascertain whether the WG shoul d
undertake standardi zi ng an AQM proposal, the WG requi res gui del i nes
for assessing AQM proposals. This docunent provides the necessary
characterization guidelines.
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1.1. @uidelines for AQM designers

One of the key objectives behind fornulating the guidelines is to
hel p ascertain whether a specific AQMis not only better than drop-
tail but also safe to deploy. The guidelines help to quantify AQV
schenes’ performance in ternms of |atency reduction, goodput
maxi m zation and the trade-off between these two. The guidelines
al so help to discuss AQM s safe depl oynent, including self-
adaptation, stability analysis, fairness, design and inplenentation
conpl exity and robustness to different operating conditions.

This meno details generic characterization scenarios that any AQWV
proposal MJST be eval uated against. Irrespective of whether or not
an AQM i s standardi zed by the W5 we RECOVMMEND t he rel evant scenari os
and netrics discussed in this docunent to be considered. This
docurment presents central aspects of an AQM al gorithmthat MJST be
consi dered whatever the context is such as, burst absorption
capacity, RTT fairness or resilience to fluctuating network
conditions. These guidelines do not cover every possible aspect of a
particular algorithm In addition, it is worth noting that the
proposed criteria are not bound to a particular eval uation tool set.
These gui delines do not present context dependent scenarios (such as
802. 11 WLANs, data-centers or rural broadband networks).

Thi s docunent details how an AQM designer can rate the feasibility of
their proposal in different types of network devices (swtches,
routers, firewalls, hosts, drivers, etc) where an AQM may be

i mpl enment ed.

1.2. Reducing the latency and maxi m zi ng t he goodput

The trade-off between reducing the |latency and nmaxi m zi ng t he goodput
isintrinsically linked to each AQVM schene and is key to eval uating
its performance. This trade-off MJST be considered in various
scenarios to ensure the safety of an AQM depl oynent. \Whenever
possi bl e, solutions should aimat both nmaxi m zi ng goodput and
mnimzing |atency. This docunent proposes guidelines that enable
the reader to quantify (1) reduction of latency, (2) maxim zation of
goodput and (3) the trade-off between the two.

Testers SHOULD di scuss in a reference docunent the performance of
their proposal in terns of performance and deploynent in regards with
those of drop-tail: basically, these guidelines provide the tools to
under stand the depl oynent costs versus the potential gain in
performance due to the introduction of the proposed schene.
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1.3. G ossary

o AQM there nmay be a debate on whether a scheduling schene is
additional to an AQM nechanismor is a part of an AQV schene. The
rest of this neno refers to AQM as a droppi ng/ marki ng policy that
does not feature a scheduling schene.

o buffer: a physical volunme of nenory in which a queue or set of
queues are stored.

0 buffer size: the maxi num anount of data that may be stored in a
buffer, nmeasured in bytes or packets.

1.4. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

2. End-to-end netrics

End-to-end delay is the result of propagation delay, serialization
del ay, service delay in a swtch, nediumaccess delay and queui ng

del ay, summed over the network el enents along the path. AQM

al gorithnms may reduce the queuing delay by providing signals to the
sender on the energence of congestion, but any inpact on the goodput
must be carefully considered. This section presents the netrics that
MAY be used to better quantify (1) the reduction of |atency, (2)
maxi m zati on of goodput and (3) the trade-off between these two.
These nmetrics MAY be considered to better assess the perfornance of
an AQM schene.

The netrics listed in this section are not necessarily suited to
every type of traffic detailed in the rest of this docunent. It is
therefore NOI REQUI RED to neasure all of the followng netrics in
every scenari o discussed in this docunent necessarily, if the chosen
metric is not relevant to the context of the evaluation scenario
(e.g. latency vs. gooodput trade-off in application-limted traffic
scenarios). The tester SHOULD however neasure and report on all the
netrics relevant to the context of the evaluation scenario.

2.1. Flow conpletion tine

The flow conpletion tinme is an inportant performance netric for the
end-user when the flow size is finite. Considering the fact that an
AQM schene may drop/ mark packets, the flow conpletion tine is
directly linked to the dropping/ marking policy of the AQV schene.
This netric helps to better assess the performance of an AQMV
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dependi ng on the flow size. The Flow Conpletion Tine (FCT) is
related to the flow size (Fs) and the Goodput for the flow (G as
foll ows:

FCT [s] = Fs [B] / ( G[Mwps] / 8)
2. 2. Packet | oss

Packet | osses, that may occur in a queue, inpact on the end-to-end
performance at the receiver’s side.

The tester MJST eval uate, at the receiver

o the packet |oss probability: this nmetric should al so be frequently
nmeasured during the experinment, since the |long-term]| oss
probability is only of interest for steady-state scenari os.

o the interval between consecutive |osses: the tine between two
| osses shoul d be neasur ed.

The packet |oss probability can be assessed by sinply evaluating the
|l oss ratio as a function of the nunber of |ost packets and the total
nunber of packets sent. This m ght not be easily done in | aboratory
testing, for which these guidelines advice the tester:

o to check that for every packet, a correspondi ng packet was
received within a reasonable tine, as explained in [ RFC2679].

o to keep a count of all packets sent, and a count of the non-
duppl i cate packets received, as explained in the section 10 of
[ RFC2544] .

The interval between consecutive |osses, which is also called a gap,
is anetric of interest for VolP traffic and, as a result, has been
further specified in [ RFC3611].

2.3. Packet 1oss synchronization

One goal of an AQM al gorithm should be to help with avoi di ng gl obal
synchroni zati on of flows sharing the bottleneck buffer on which the
AQM operates ([RFC2309]). It is therefore inportant to assess the
"degree" of packet-loss synchronizati on between flows, wth and

W t hout the AQM under consideration

As discussed e.g. in [LOSS- SYNCH MET-08], |oss synchroni zation anong
flows may be quantified by several slightly different netrics that
capture different aspects of the sane issue. However, in real-world
measurenents the choice of netric may be inposed by practica
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considerations -- e.g. whether fine-grained information on packet

| osses in the bottl eneck available or not. For the purpose of AQMV
characterization, a good candidate netric is the gl obal

synchroni zation ratio, neasuring the proportion of flows |osing
packets during a loss event. [YU06] used this netric in real-world
experinments to characterize synchroni zation along arbitrary Internet
pat hs; the full nethodology is described in [YUO6].

If an AQM schene is evaluated using real-life network environnents,
it is worth pointing out that some network events, such as failed
link restoration may cause synchroni zed | osses between active flows
and thus confuse the neaning of this netric.

2.4. (Goodput

The goodput has been defined in the section 3.17 of [ RFC2647] as the
nunber of bits per unit of tinme forwarded to the correct destination
interface of the Device Under Test (DUT) or the System Under Test
(SUT), mnus any bits lost or retransmtted. This definition induces
that the test setup needs to be qualified to assure that it is not
generating | osses on its own.

Measuri ng the end-to-end goodput enables an appreciation of how well
the AQV i nproves transport and application performance. The neasured
end-to-end goodput is linked to the AQM schenme’s droppi ng/ mar ki ng
policy -- e.g. the smaller the nunber of packet drops, the fewer
packets need retransm ssion, mnimzing AQM s inpact on transport and
application performance. Additionally, an AQV schene may resort to
Explicit Congestion Notification (ECN) marking as an initial neans to
control delay. Again, marking packets instead of dropping them
reduces the nunber of packet retransm ssions and increases goodput.
End-t o- end goodput val ues help to evaluate the AQV schene’s

ef fectiveness in mnimzing packet drops that inpact application
performance and to estimte how well the AQMV schene works with ECN.

The measurenent of the goodput let the tester evaluate to which
extent the AQMis able to maintain a high link utilization. This
metric should be also obtained frequently during the experinent as
the long-term goodput is relevant for steady-state scenarios only and
may not necessarily reflect how the introduction of an AQM actual |y
inpacts the link utilization during at a certain period of tine. It
is worth pointing out that the fluctuations in the val ues obtained
fromthese neasurenents may depend on other factors than the

i ntroduction of an AQVM such as link layer |osses due to external

noi se or corruption, fluctuating bandw dths (802.11 W.ANs), heavy
congestion levels or transport layer’s rate reduction by congestion
control nechani sm
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2.5. Latency and jitter

The | atency, or the one-way delay netric, is discussed in [ RFC2679].
There is a consensus on a adequate netric for the jitter, that
represents the one-way delay variations for packets fromthe sane
flow the Packet Delay Variation (PDV), detailed in [ RFC5481], serves
wel |l all use cases.

The end-to-end latency differs fromthe queuing delay: it is |inked
to the network topology and the path characteristics. Mreover, the
jitter strongly depends on the traffic pattern and the topol ogy as
well. The introduction of an AQM schene woul d i npact on these
metrics and therefore they SHOULD be considered in the end-to-end
eval uati on of performance.

The gui delines advice that the tester SHOULD neasure the m ni num
average and maxi nrum as well as the coefficient of variation of the
average val ues for these netrics.

2.6. Discussion on the trade-off between | atency and goodput

The netrics presented in this section MAY be considered, in order to
di scuss and quantify the trade-off between | atency and goodput.

This trade-off can also be illustrated with figures follow ng the
recomendati ons of the section 5 of [TCPEVAL2013]. Each of the end-
to-end delay and the goodput should be neasured frequently for every
fixed tine interval

Wth regards to the goodput, and in addition to the |ong-term
stationary goodput value, it is RECOMVENDED to take neasurenents
every multiple of RTTs. W suggest a mininmumvalue of 10 x RTT (to
snoot h out the fluctuations) but higher val ues are encouraged
whenever appropriate for the presentati on depending on the network’s
path characteristics. The neasurenent period MJST be discl osed for
each experinment and when results/values are conpared across different
AQM schenes, the conparisons SHOULD use exactly the sane neasurenent
peri ods.

Wth regards to latency, it is highly RECOWENDED to take the sanpl es
on per-packet basis whenever possible depending on the features

provi ded by hardware/software and the inpact of sanpling itself on

t he hardware performance. It is generally RECOMVENDED to provide at

| east 10 sanpl es per RIT.

From each of these sets of neasurenents, the 10th and 90t h

percentiles and the nedi an val ue shoul d be conputed. For each
scenario, a graph can be generated, with the x-axis show ng the end-
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mechani sm and (2) how the goodput and average

This section presents the topology that can be used for each of the
t he correspondi ng notations and di scusses

foll ow ng scenari os,
vari ous assunptions that

3. 1.
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Figure 1 is a generic topol ogy where:
o various classes of traffic can be introduced;

o the timng of each flow (i.e., when does each flow start and stop)
may be different;

o each class of traffic can conprise various nunber of flows;
o each link is characterized by a couple (RTT, capacity);

o Flows are generated between A and B, sharing a bottleneck (Routers
L and R

o0 The bottleneck Iink SHOULD be asynmetric in ternms of bandw dt h:
the capacity fromsenders to receivers is higher than the one from
receivers to senders;

o The traffic SHOULD be bi-directional between A and B (downlink and
uplink). The Tester MAY additionally eval uate uni-directional
traffic scenarios as well (downlink-only or uplink-only).

This topology may not perfectly reflect actual topologies, however,
this sinple topology is comonly used in the world of simulations and
smal | testbeds. This topology can be considered as adequate to

eval uate AQM proposals, simlarly to the topol ogy proposed in

[ TCPEVAL2013]. The tester should carefully choose the topol ogy that
is going to be used to evaluate the AQMV schene.

3. 2. Buf fer size

The size of the buffers should be carefully chosen, and MAY be set to
t he bandw dt h-del ay product. However, if the context or the
application requires a specific buffer size, the tester MIUST justify
and detail the way the maxi num queue size is set. |ndeed, the
maxi mum si ze of the buffer may affect the AQM s performance and its
choi ce SHOULD be el aborated for a fair conpari son between AQV
proposals. \While conparing AQM schenes the buffer size SHOULD remain
t he sane across the tests.

3.3. Congestion controls
This meno features three kind of congestion controls:

o Standard TCP congestion control: the base-line congestion control
is TCP NewReno with SACK, as explained in [ RFC5681].
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0 Aggressive congestion controls: a base-line congestion control for
this category is TCP Cubic.

o Less-than Best Effort (LBE) congestion controls: an LBE congestion
control 'results in smaller bandw dth and/or del ay inpact on
standard TCP than standard TCP itself, when sharing a bottl eneck
withit.” [RFC6297]

Recent transport |ayer protocols are not nmentioned in the follow ng
sections, for the sake of sinplicity.

4. Various TCP variants

Net wor k and end-devi ces need to be configured with a reasonabl e
anount of maxi num avail abl e buffer space in order to absorb transient
bursts. In sone situations, network providers tend to configure
devices with large buffers in order to avoid packet drops triggered
by a full buffer and to maximze the link utilization for standard

| o0ss-based TCP traffic. Loss-based TCP congestion controls

(i ncluding standard NewReno TCP) fill up these unmanaged buffers
until the TCP sender receives a signal (packet drop) to decrease the
sending rate. The larger the buffer is, the higher the buffer
occupancy, and therefore the queuing delay. On the other hand, an
efficient AQM schene SHOULD convey early congestion signals to TCP
senders so that the average queuing delay is brought under control.

Not all applications run over the sanme flavor of TCP or even
necessarily use TCP. Variety of applications generate different
classes of traffic which nay not react to congestion signals (a.k.a
unresponsive flows) or may not decrease their sending rate as
expected (a.k.a aggressive flows); AQMV schenes aim at maintaining the
queui ng del ay under control, which is challenged if aggressive or
unresponsive traffics are present.

This section provides guidelines to assess the performance of an AQM
proposal for various traffic profiles -- different types of senders
(wth different TCP congestion control variants, unresponsive,
aggressive), traffic mx with different applications, etc.

4.1. TCP-friendly Sender

This scenario helps to eval uate how an AQV schene reacts to a TCP-
friendly transport sender. A single long-lived, non application-
limted, TCP NewReno flow transfers data between sender A and
receiver B. Other TCP friendly congestion control schenmes such as
TCP-friendly rate control [RFC5348] etc MAY al so be consi dered.
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For each TCP-friendly transport considered, the graph described in
Section 2.6 could be generated.

4.2. Aggressive Transport Sender

This scenario helps to evaluate how an AQV schene reacts to a
transport sender that is nore aggressive than a single TCP-friendly
sender. W define ’aggressiveness’ as a higher increase factor than
standard upon a successful transm ssion and/or a | ower than standard
decrease factor upon a unsuccessful transm ssion (e.g. in case of
congestion controls with Additive-Increase Miultiplicative-Decrease
(AIMD) principle, a larger Al and/or MD factors). A single |ong-
l'ived, non application-limted, TCP Cubic flow transfers data between
sender A and receiver B. Oher aggressive congestion control schenes
MAY al so be consi der ed.

For each flavor of aggressive transports, the graph described in
Section 2.6 could be generat ed.

4.3. Unresponsive Transport Sender

This scenario helps to eval uate how an AQV schene reacts to a
transport sender that is not responsive to congestion signals (ECN
mar ks and/ or packet drops) fromthe AQM schene. Note that faulty
transport inplenentations on end-hosts and/or faulty network el enents
on the path that nodify congestion signals in packet headers (e.gqg.
nodi fying the ECN-rel ated bitsets) [I-D.ietf-agmreconmendati on] may
also lead to a simlar situation, such that the AQV schene needs to
adapt to the unresponsive traffic. To this end, these guidelines
propose the two foll ow ng scenari os.

The first scenario ains at creating a test environnent that results
in constant queue build up; we consider unresponsive flow(s) with an
overall sending rate that is greater than the bottleneck’s link
capacity between routers L and R This scenario consists of a |ong-
[ived non application-limted UDP flow that transfers data between
sender A and receiver B. Gaphs described in Section 2.6 could be
gener at ed.

The second scenario ains to test to which extent the AQM schene is
able to keep the responsive fraction of overall traffic | oad under
control, this scenario considers a mxture of TCP-friendly and
unresponsi ve traffics. It consists of a long-lived non application-
l[imted UDP flow and a single long-lived, non application-limted,
TCP NewReno flow that transfer data between sender A and receiver B
As opposed to the first scenario, the rate of the UDP traffic shoul d
be Il ess than or equal to half of the bottleneck capacity. For each
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type of traffic, the graph described in Section 2.6 could be
gener at ed.

4.4, TCP initial congestion w ndow

This scenario helps to evaluate how an AQM schene adapts to a traffic
m x consisting of TCP flows with different values of the Initial
congesti on Wndow (I1W.

For this scenario, we consider two types of flows that MJST be
gener at ed between sender A and receiver B

o A single long-lived non application-limted TCP NewReno fl ow

o Asingle long-lived application-limted TCP NewReno flow, with an
IWset to 3 or 10 packets. The size of the data transferred MJST
be strictly higher than 10 packets and shoul d be | ower than 100
packet s.

The transm ssion of the non application-limted flow MIST start
before the transm ssion of the application-limted flow and only

after the steady state has been reached by non application-limted
flow.

For each of these scenarios, the graph described in Section 2.6 could
be generated for each class of traffic (application-limted and non
application-limted). The conpletion tinme of the application-limted
TCP fl ow coul d be measur ed.

4.5. Traffic Mx

This scenario hel ps to eval uate how an AQM schene reacts to a traffic
m x consisting of different applications such as:

o Bulk TCP transfer

o Wb traffic

o VolP

o Constant Bit Rate (CBR) UDP traffic

0 Adaptive video stream ng

Various trafic m xes can be considered. These guideli nes RECOMVEND
to exam ne at |least the follow ng exanple: 1 bi-directionnal VolP;, 6

Webs; 1 CBR, 1 Adaptive Video; 5 bulk TCP. Any other conbinations
coul d be considered and shoul d be carefully docunent ed.
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For each scenario, the graph described in Section 2.6 could be

generated for each class of traffic. In addition, other nmetrics such
as end-to-end latency, jitter and flow conpletion time MJST be
report ed.

5. RTT fairness
5.1. Mbti vati on

The capability of AQM schenes to control the queuing delay highly
depends on the way end-to-end transport protocols react to congestion
signals. Wen network path’s intrinsic RTT varies, the behaviour of
congestion control is inpacted and so the capability of AQM schenes
to control the queueing level. It is therefore inportant to assess

t he AQM schenes against a set of intrinsic RTTs common in the
Internet transfers (e.g. fromb5 ns to 500 ns).

Al so, asymmetry in terns of difference in intrinsic RTT between
various paths sharing the sanme bottl eneck SHOULD be consi dered and
t he fairness between the flows SHOULD be di scussed since in this
scenario, a flow traversing on shorter RTT path may react faster to
congestion and recover faster fromit conpared to another flow on a
| onger RTT path. The introduction of AQV schenes may potentially

i nprove this type of fairness.

Mor eover, introducing an AQM schene may cause the unfairness between
the flows, even if the RTTs are identical. This potential unfairness
SHOULD be investigated as well.

5.2. Required tests
The topol ogy that SHOULD be used is presented in Figure 1:

o To evaluate the inter-RTT fairness, for each run, two flows
divided into two categories. Category | which RTT between sender
A and Router L SHOULD be 100nms. Category Il which RTT between
sender A and Router L SHOULD be in [5ns; 560n8]. The maxi num val ue
for the RTT represents the RTT of a satellite link that, according
to the section 2 of [RFC2488] should be at |east 558ns.

o0 To evaluate the inpact of the RTT value on the AQM performance and
the intra-protocol fairness (the fairness for the flows using the
sanme pat hs/congestion control), for each run, two flows (Flowl and
Fl ow2) SHOULD be introduced. For each experinent, the set of RIT
SHOULD be the sane for the two flows and in [5ns; 560ns] .

These fl ows MJUST use the sane congestion control algorithm
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5.3. Metrics to evaluate the RTT fairness
The output that MJST be neasured is:

o for the inter-RTT fairness: (1) the cunul ati ve average goodput of
the flow from Category |, goodput_Cat | (Section 2.4); (2) the
cunmul ati ve average goodput of the flow from Category 11,
goodput _Cat Il (Section 2.4); (3) the ratio goodput_Cat |1/
goodput _Cat |I; (4) the average packet drop rate for each category
(Section 2.2).

o for the intra-protocol RIT fairness: (1) the cunul ative average
goodput of the two flows (Section 2.4); (2) the average packet
drop rate for the two flows (Section 2.2).

6. Burst absorption
6.1. Mbtivation

Packet arrivals can be bursty due to various reasons. A packet burst
can push the AQM schenes to drop/ mark packets nonmentarily even though
t he average queue length may still be bel ow the AQVM s target queuing
t hreshol ds. Droppi ng/ marki ng one or nore packets within a burst nmay
result in performance penalties for the corresponding flows since the
dr opped/ mar ked packets cause unnecessary rate reduction by congestion
control as well as retransm ssion in case of drop only. Performance
penalties may turn into unmet SLAs and becone disincentives for the
AQM adoption. Therefore, an AQMV schene SHOULD be designed to
accommodate transient bursts. AQM schenes do not present the sane
tol erance to packet bursts arriving at the buffer, therefore this

t ol erance MJUST be quantifi ed.

Not e that accommobdati ng bursts translates to hi gher queue | ength and
gueui ng delay. Naturally, it is inportant that the AQV schene brings
bursty traffic under control quickly. On the other hand, spiKking
packet drops in order to bring packet bursts quickly under control
could result in multiple drops per flow and severely inpact transport
and application performance. Therefore, an AQM schene SHOULD bri ng
bursts under control by bal ancing both aspects -- (1) queuing del ay
spi kes are mnimzed and (2) performance penalties for ongoing flows
in terns of packet drops are m nim zed.

An AQM schene mai ntains short average queues to allow the remaining
space in the queue for tenporary bursts of packets. The tolerance to
packet bursts depends on the nunber of packets in the queue, which is
directly linked to the AQM al gorithm Mbreover, one AQM schene may

i npl ement a feature controlling the nmaxi num size of accepted bursts,
that nmay depend on the buffer occupancy or the currently estimated
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gueui ng delay. Also, the inpact of the buffer size on such feature
(a.k.a burst allowance) MAY be eval uated.

6.2. Required tests

For this scenario, the followng traffic MJST be generated from
sender A to receiver B

o Wb traffic with 1W0: Web transfer of 100 packets with initial
congestion w ndow set to 10;

o Bursty video franes;
o Constant bit rate UDP traffic.
o A single bulk TCP fl ow as background traffic.

Figure 2 presents the various cases for the traffic that MJUST be
gener ated between sender A and receiver B

o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e - +
| Case| Traffic Type |
| +- - Fommm e e B T e +
| | Vi deo| Webs (IW10)| CBR| Bulk TCP Traffic |
SRR EEEEE EEREEEEEETEE Rl EEEEEEECE SRR ETEREE |
lr 1 0 | 1 | 1] 0 I
I EEEEE EEEEEPEEETEE EEE Rl EEEEEEEEEPEEEERTEREE |
[ 1 0 | 1 | 1] 1 |
| --e - EEEEEEETEEEE |- |
[T | 1 1 | 1] 0 |
NOERIEEPEE EEREEPEEEEEE Rl EEEEEEEEEPEEEERTEREE |
v 1 1 | 1 | 1] 1 |
R R dom e e e e e e e e e e — - +

Figure 2: Bursty traffic scenarios

For each of these scenarios, the graph described in Section 2.6 could
be generated. In addition, other nmetrics such as end-to-end | atency,
jitter, flow conpletion tinme MUST be generated. For the cases of
frame generation of bursty video traffic as well as the choice of web
traffic pattern, we | eave these details and their presentation to the
testers.

7. Stability
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7.1. Mbti vati on

Net wor k devi ces experience varying operating conditions depending on
factors such as tinme of the day, deploynent scenario, etc. For
exanpl e:

o Traffic and congestion |levels are higher during peak hours than
of f - peak hours.

o In the presence of scheduler, a queue’s draining rate may vary
dependi ng on other queues: a low load on a high priority queue
inplies higher draining rate for | ower priority queues.

o The avail able capacity on the physical |ayer may vary over tine
such as in the context of |ossy channels.

Whet her the target context is a not stable environnent, the
capability of an AQVM schene to maintain its control over the queuing
del ay and buffer occupancy is challenged. This docunent proposes
gui delines to assess the behaviour of AQM schenes under varying
congestion |l evels and varying draining rates.

7.2. Required tests

Note that the traffic profiles explained bel ow conprises non
application-limted TCP flows. For each of the bel ow scenarios, the
results described in Section 2.6 SHOULD be generated. For

Section 7.2.5 and Section 7.2.6 they SHOULD i ncorporate the results
i n per-phase basis as well.

Wherever the notion of tinme has explicitly nmentioned in this
subsection, time 0 starts fromthe nonent all TCP fl ows have already
reached their congestion avoi dance phase.

7.2.1. Definition of the congestion Level

In these guidelines, the congestion |levels are represented by the
proj ected packet drop rate, had a drop-tail queue was chosen instead
of an AQM schene. When the bottl eneck is shared anong non-
application-limted TCP flows. | _r, the loss rate projection can be
expressed as a function of N, the nunber of bulk TCP flows, and S,
the sum of capacity and maxi nrum buffer size based on Eq. 3 of

[ SCL- TCP] :

| r =0.76 * N2 /| S"2

N=S* sqrt(1/0.76) * sqrt (I _r)
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7.2.2. MIld Congestion

This scenario helps to eval uate how an AQV schene reacts to a |ight

| oad of incoming traffic resulting in mld congestion -- packet drop
rates around 1% The nunber of bulk flows required to achieve this
congestion level, Nmld, is then:

N mld = round(0.114*S)
7.2.3. Medium Congesti on

This scenario helps to eval uate how an AQV schenme reacts to i ncom ng
traffic resulting in nediumcongestion -- packet drop rates around
5% The nunber of bulk flows required to achieve this congestion

| evel, N ned, is then:

N med = round (0. 256*S)
7.2.4. Heavy Congestion

This scenario helps to eval uate how an AQMV schene reacts to i ncom ng
traffic resulting in heavy congestion -- packet drop rates around
10% The nunber of bulk flows required to achieve this congestion

| evel, N_heavy, is then:

N _heavy = round (0.363*S)
7.2.5. Varying congestion |evels

This scenario hel ps to eval uate how an AQM schene reacts to i ncom ng
traffic resulting in various |evel of congestions during the
experinment. In this scenario, the congestion |evel varies within a
| arge time-scale. The follow ng phases nay be consi dered: phase | -
m | d congestion during 0-20s; phase Il - medium congestion during
20-40s; phase |1l - heavy congestion during 40-60s; phase | again,
and so on.

7.2.6. Varying Avail abl e Bandw dt h

This scenario helps to eval uate how an AQV schene adapts to varyi ng
avai | abl e bandwi dth on the outgoing |ink.

To emul ate varying draining rates, the bottl eneck bandw dth between
nodes 'Router L’ and 'Router R varies over the course of the
experinment as follows:

0 Experinent 1. the capacity varies between two values within a
| arge tinme-scale. As an exanple, the follow ng phases may be
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consi dered: phase | - 100Mops during 0-20s; phase Il - 10Mops
during 20-40s; phase | again, and so on.

o Experinment 2: the capacity varies between two values within a
short tine-scale. As an exanple, the follow ng phases nmay be
consi dered: phase | - 100Mops during 0-100nms; phase Il - 10Mops
during 100-200ns; phase | again, and so on.

The tester MAY choose a phase tine-interval value different than what
is stated above, if the network’s path conditions (such as bandw dt h-
del ay product) necessitate. In this case the choice of such tine-

i nterval value SHOULD be stated and el abor at ed.

The tester MAY additionally evaluate the two nentioned scenari os
(short-termand | ong-term capacity variations), during and/or
i ncluding TCP sl owstart phase.

More realistic fluctuating bandw dth patterns MAY be considered. The
tester MAY choose to incorporate realistic scenarios with regards to
common fluctuation of bandw dth in state-of-the-art technol ogi es.

The scenario consists of TCP NewReno fl ows between sender A and
receiver B. In order to better assess the inpact of draining rates
on the AQM behavior, the tester MJUST conpare its performance wth

t hose of drop-tail.

7.3. Paraneter sensitivity and stability analysis

An AQM schene’s control lawis the primary neans by which the queuing
delay is controlled. Hence understanding the control lawis critical
to understandi ng the AQM schene’s behavior. The control |aw may

i ncl ude several input paraneters whose values affect the AQM schene’s
out put behavior and its stability. Additionally, AQV schenes nay
auto-tune paraneter values in order to maintain stability under
different network conditions (such as different congestion |evels,
draining rates or network environnents). The stability of these
auto-tuning techniques is also inportant to understand.

AQM proposal s SHOULD provi de background material show ng contr ol

t heoretic analysis of the control |aw and the input paraneter space
within which the control |aw operates as expected; or could use other
ways to discuss its stability. For paraneters that are auto-tuned,
the material SHOULD include stability analysis of the auto-tuning
mechani sm(s) as well. Such analysis hel ps to understand an AQV
schene’s control |aw better and the network conditions/depl oynents
under which the AQM schene is perform ng stably.
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8.

8.

8.

1

2.

| mpl enent ati on cost
Mot i vati on

An AQM schene’ s successful deploynent is directly related to its cost
of inplenentation. Network devices may need hardware or software

i npl enent ati ons of the AQV nechanism Depending on a device's
capabilities and limtations, the device may or may not be able to

i npl enent sonme or all parts of the AQM I ogi c.

AQM proposal s SHOULD provi de pseudo-code for the conplete AQV schene,
hi ghl i ghting generic inplenmentation-specific aspects of the schene
such as "drop-tail" vs. "drop-head", inputs (e.g. current queuing

del ay, queue length), conmputations involved, need for tiners, etc.
This helps to identify costs associated with inplenenting the AQMV
scheme on a particular hardware or software device. Al so, it helps
the WG to understand which kind of devices can easily support the AQV
and whi ch cannot.

Requi red di scussi on

AQM proposal s SHOULD hi ghlight parts of AQM |l ogic that are device
dependent and di scuss if and how AQM behavi or coul d be inpacted by
the device. For exanple, a queueing-delay based AQV schene requires
current queuing delay as input fromthe device. |If the device
already maintains this value, then it is trivial to inplenment the AQM
| ogic on the device. On the other hand, if the device provides
indirect neans to estinmate the queuing delay (for exanple:

ti mestanps, dequeing rate etc), then the AQM behavior is sensitive to
how accurate enough the queuing delay estinmations are on that device.
Hi ghlighting the AQM schene’s sensitivity to queui ng del ay
estimations hel ps inplenenters to identify optimal neans of

i npl enenti ng the mechani sm on the devi ce.

Operator control knobs and auto-tuning

One of the biggest hurdles of RED deploynent was/is its paraneter
sensitivity to operating conditions -- howdifficult it is to tune
RED paraneters for a deploynment in order to get nmaxi mum benefit from
the RED i npl ementation. Fluctuating congestion | evels and network
conditions add to the conplexity. |Incorrect paraneter values lead to
poor performance. This is one reason why RED is reported to be
usual ly turned off by the network operators.

Any AQM schene is likely to have paraneters whose val ues affect the
AQM s control |aw and behavior. Exposing all these paraneters as
control knobs to a network operator (or user) can easily result in a
unsaf e AQM depl oynent. Unexpected AQM behavi or ensues when paraneter
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10.

10.

10.

11.

11.

val ues are set inproperly. A mniml nunber of control knobs

m nim zes the nunber of ways a possibly naive user can break a system
where an AQM schene is deployed at. Fewer control knobs nake the AQM
scherme nore user-friendly and easier to deploy and debug.

We highly recormmend that an AQM schene SHOULD m ni m ze the nunber of
control knobs exposed for the operator’s tuning. An AQM schene
SHOULD expose only those knobs that control the macroscopi c AQV
behavi or such as queue del ay threshold or queue | ength threshold and
SO on.

Additionally, an AQM schene’s safety is directly related to its
stability under varying operating conditions such as varying traffic
profiles and fluctuating network conditions, as described in

Section 7. Operating conditions vary often and hence it is necessary
that the AQM schene MJST remai n stabl e under these conditions w thout
the need for additional external tuning. |f AQM paraneters require
tuni ng under these conditions, then the AQVM MIJST sel f-adapt necessary
par anet er val ues by enpl oyi ng auto-tuni ng techni ques.

Interaction with ECN
1. Mbti vati on

Apart from packet drops, Explicit Congestion Notification (ECN) is an
alternative nmean to signal the data senders about network congestion.
The AQM reconmendati on docunment [I-D.ietf-agmrecomrendati on]

descri bes sone of the benefits of using ECN coupled with an AQM
mechani sm

2. Required discussion

An AQM schene SHOULD support ECN and the testers MJST di scuss and
descri be the support of ECN.

Interaction wth scheduling
1. Mbtivation

Coupl ed with an AQM schene, a router may schedul e the transm ssion of
packets in a specific manner by introducing a scheduling schene.

This algorithm may create sub-queues and integrate a dropping policy
on each of these sub-queues. Another scheduling policy may nodify
the way packets are sequenced, nodifying the tinmestanp of each
packet .
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11.

12.

12.

12.

12.

2. Required discussion

The scheduling and the AQM conjointly inpact on the end-to-end
performance. During the characterization process of a dropping
policy, the tester MAY discuss the feasibility to add scheduling to
its algorithm This discussion as an instance, MAY expl ai n whet her
the dropping policy is applied when packets are bei ng enqueued or
dequeued.

Di scussi on on net hodol ogy, mnetrics, AQM conparisons and packet
Si zes

1. Methodol ogy

A sufficiently detailed description of the test setup MIST be
provi ded which facilitates other testers to replicate the tests if
required. The test setup MAY include software and hardware
specifications and versions. The tester is encouraged to nmake the
detailed test setup and the results publicly avail able.

The proposals SHOULD be experinented on real-life systens, or they
MAY be evaluated with event-driven sinulations (such as ns-2, ns-3,
OWNET, etc). The proposed scenarios are not bound to a particular
eval uati on tool set.

2. Comments on netrics measurenent

In this docunment, we presented the end-to-end netrics that SHOULD be
used to evaluate the trade-off between |atency and goodput in
Section 2. In addition to the end-to-end netrics, the queue-|evel
metrics (normally collected at the device operating the AQVW provide
a better understanding of the AQV behavi or under study and the inpact
of its internal paranmeters. Wenever it is possible (e.g. depending
on the features provided by the hardware/software), these guidelines
RECOVWEND to col | ect queue-|level netrics, such as link utilization,
gueui ng del ay, queue size or packet drop/mark statistics in addition
to the AQWspecific paraneters. However, the evaluation MJST be
primarily based on externally observed end-to-end netrics.

These gui delines do not aimto detail on the way these nmetrics can be
nmeasured, since they highly depend on the evaluation tool set and/or
hadr war e.

3. Conparing AQM schenes
This meno recogni zes that the guidelines nentioned above may be used

for conparing AQM schenes. It recommends that AQM schenes MJST be
conpar ed agai nst both performance and depl oynent categories. In
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12.

addition, this section details how best to achieve a fair conparison
of AQM schenes by avoiding certain pitfalls.

3.1. Performance conparison

AQM schenes MUJST be conpared against all the generic scenarios
presented in this neno. AQM schenes MAY be conpared for specific
networ k environnments such as data centers, honme networks, etc. |If an
AQM schene’ s paraneter(s) were externally tuned for optim zation or
ot her purposes, these val ues MJST be discl osed.

Note that AQM schenes belong to different varieties such as queue-

| engt h based schenmes such as RED or queuei ng-del ay based schene such
as CoDel and PIE. Al so, AQM schenes expose different control knobs
associated with different semantics. For exanple, while both PIE and
CoDel are queuei ng-del ay based schenmes and each expose a knob to
control the queueing delay -- PIE s "queuei ng delay reference" vs.
CoDel " s "queueing delay target”, the two schenmes’ knobs have
different semantics resulting in different control points. Such
differences in AQM schenes SHOULD not be overl ooked whil e making
compari sons.

Thi s docunent recomrends the follow ng procedures for a fair
per f ormance conpari son between the AQM schenes:

1. Conparable control paranmeters and conparabl e i nput val ues:
carefully identify the set of paraneters that control simlar
behavi or between the two AQM schenes and ensure these paraneters
have conparabl e i nput values. For exanple, while conparing how
wel | a queue-length based AQM schenme control s queuei ng del ay vs.
a queuei ng-del ay based AQM schene, identify the two schenes’
paraneters that control queueing delay and ensure that their
i nput values are conparable. Simlarly, to conpare two AQWV
schemes on how wel | they acconmopdate packet bursts, identify
burst-related control paraneters and ensure they are configured
with simlar val ues.

2. Conpare over a range of input configurations: there could be
situations when the set of control paraneters that affect a
speci fic behavior have different semantics between the two AQMV
schenes. As nentioned above, PIE s knob to control queueing
delay has different semantics from CoDel’s. In such situations,
t hese schenes MJST be conpared over a range of i nput
configurations. For exanple, conpare PIE vs. CoDel over the
range of target delay input configurations.
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12.

12.

13.

14.

15.

16.

3.2. Deploynent conparison

AQM schenes MJST be conpared agai nst deploynent criteria such as the
paraneter sensitivity (Section 7.3), auto-tuning (Section 9) or
i npl ementati on cost (Section 8).

4. Packet sizes and congestion notification

An AQM schene may be consi dering packet sizes while generating
congestion signals. [RFC7141] discusses the notivations behind this.
For exanpl e, control packets such as DNS requests/responses, TCP
SYNs/ ACKs are small, but their | oss can severely inpact the
application performance. An AQM schene may therefore be biased
towards smal | packets by dropping themw th smaller probability
conpared to | arger packets. However, such an AQM schene is unfair to
data senders generating | arger packets. Data senders, malicious or
ot herwi se, are notivated to take advantage of such AQV schene by
transmtting small er packets, and could result in unsafe depl oynents
and unheal thy transport and/or application designs.

An AQM schene SHOULD adhere to the recomrendati ons outlined in
[ RFC7141], and SHOULD NOT provi de disproportionate advantage to fl ows
with smal |l er packets.

Acknowl edgenent s
This work has been partially supported by the European Comrunity
under its Seventh Framework Programre through the Reducing |nternet
Transport Latency (RITE) project (1CT-317700).

Contri butors
Many thanks to S. Akhtar, A B. Bagayoko, F. Baker, D. Collier-
Brown, G Fairhurst, T. Hoiland-Jorgensen, C. Kul atunga, W
Lautenschl ager, A.C. Mrton, R Pan, D. Taht and M Wl zl for
detail ed and wi se feedback on this docunent.

| ANA Consi derati ons
This meno includes no request to | ANA

Security Considerations

This docunent, by itself, presents no new privacy nor security
i ssues.
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