Rout i ng area S. Hegde

Internet-Draft Salih. KA
I ntended status: Standards Track Juni per Networks
Expires: Septenber 22, 2016 M Venkat esan
Contast

R Callon

A. Atlas

Juni per Networ ks
March 21, 2016

Virtual multi-instancing for link state protocols
draft-hegde-rtgwg-virtual -nmulti-instance-01
Abstract

In networks with routers of different capabilities, sone routers may
not be able to participate fully in supporting new features or

handl i ng | arge dat abases and the associated flooding. |In sonme cases,
these restrictions can cause severe scalability issues for the
network in general. This docunent proposes virtual multi-instances,

a generic nechanismfor OSPF and I1S-1S, that allows groups of routers
in specific topologies to have a reduced dat abase and reduces the

t opol ogy changes that are seen. The virtual nulti-instances are
specified so that no software or protocol changes are required in the
restricted routers. Due to the potential nunber of virtual nulti-
instances in a network, the configurationis limted and is not

speci fied per virtual instance.

Requi rement s Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].
Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engi neering
Task Force (I1ETF). Note that other groups may al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunments valid for a nmaxi mum of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
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It is inappropriate to use Internet-Drafts as reference

material or to cite themother than as "work in progress.”

This Internet-Draft will expire on Septenber 22, 2016.
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Noti ce

Copyright (c) 2016 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

Thi s docunent is subject to BCP 78 and the I ETF Trust’s Legal
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents

careful ly,

as they describe your rights and restrictions with respect

to this docunent. Code Conponents extracted fromthis docunent rmnust

include Sinplified BSD License text as described in Section 4.e of

the Trust Legal Provisions and are provided wthout warranty as
described in the Sinplified BSD License.
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| nt roducti on

A router that participates in OSPF or |1S-1S nust be capabl e of
handling the entire |ink state database (LSDB) for the areas or

| evel s that router participates in. In OSPF, this can be mtigated
by creating small or stub areas, but such areas must still be
configured. In IS 1S, regardless of area address, there can be only

a single Level 1. The need to handle the entire LSDB as well as al
functionality required in that area or |evel poses a difficulty for
networ ks that have routers with limted functionality or resources.

In Section 2, the specific problens notivating a solution are

di scussed. These problens derive froma m xture of operational
concerns around configuration, equipnment with [imted resources,
networks with grow ng nunbers of routers, and enhancenents in the
| GPs that nmay be needed to support sone services but that can't be
supported by depl oyed equi pnent.

The proposed solution is ternmed virtual multi-instances because the
hub router (termed froma notivating hub-and-spoke topol ogy) is
configured to dynamcally treat a nei ghbour’s LSP or LSA as bel ongi ng
to a particular instance, that may be created and del eted on demand.
For OSPF, that virtual instance may instead be treated as a virtual
area. The hub router automatically creates the virtual instance,
distributes a default route into the virtual instance, nmay adverti se
specific links into the virtual instance, and redistributes
optionally sunmari zed routes |learned fromthat virtual instance.

Al t hough the solution does not require any extension to existing
protocol standards, the redistribution behaviour should be foll owed
by hub routers for each of the topol ogi es and hence the need for
standardi zation of this solution.

The topologies to which virtual nulti-instances can be applied are
restricted. 1In Section 3, the three different types of topol ogies
are described with different behaviour for route redistribution,

| eaking of hub to hub Iinks into the virtual instance, and ensuring a
single hub router LSA/LSP announcenent into the virtual instance/
area. The virtual instance or area is distingui shed based upon the
hub router’s and nei ghbour’s Router-I1D or systemid or upon the

nei ghbour’s specified area-id. An overview of the solution is given
in Section 4.

In Section 5, the specific procedures that a hub router nust follow
to use virtual multi-instances are defined. Because this solution is
intended to be | owtouch to ease nanageability, the suggested
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configuration aspects are described in Section 6. 1In Section 8, the
potential security benefits of reducing network visibility and using
different instances are briefly discussed.

2. Problem Description

Hub- and- Spoke topol ogi es are increasingly being used at |arge scale.
Due to the scale and to inprove routing between spokes, dynamc
tunnel s between spokes can be established and torn-down on-denmand
based on traffic flow Particularly when conbined with routers that
have limted resources and |owfeature inplenentations of IS IS or
OSPF, these topol ogi es causes real issues in existing networks as
described in Section 2.1.

In a hub-and-spoke network, each spoke in the sane area unnecessarily
learns the link information of the other spokes. This extra
informati on not only grows the size of the LSDB but al so causes
additional information flooding with associated SPFs. I n OSPF

spokes can be separated into different areas but this cones with
configuration overhead and can waste | P addresses, since a different

I P address is required per interface per area it is used in. 1In IS-

| S, because there is only one L1 domain, the only way to create
separated domains is to have separate L1L2 routers for each donain.
Wil e [ RFC7356] defines different flooding scopes for I1S-IS, the
changes are not backwards conpati bl e and how the information would be
properly processed for basic routing is not defined. |In a network,

it israrely feasible to have multiple L1L2 routers in the sane
geographic area sinply to separate the fl oodi ng domai ns.

To provide inproved routing between spokes, the ability to establish
and tear down dynam c tunnels between spokes on-demand is defined in,
for instance, "Auto Discovery VPN Protocol"

[1-D. sat hyanarayan-i psecne-advpn]. A huge nunber of dynam c tunnels
can badly inpact the scaling of a link-state protocol. At the sane
time, these on-denmand tunnels can’t require configuration overhead to
separate theminto different areas.

2.1. Issues

2.1.1. Load on Spoke routers
As di scussed, containing a hub-and-spoke network inside a single area
means that all routers carry the full LSDB for the area. This can
overload Iimted-capability routers or non-router devices that are

frequently used as spoke routers. The use of a limted-capability
router can thus constrain the size of the area.
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High Internet traffic gromh requires a high nunber of |ink and node

updates in netro networks. The nunber of IP prefixes processed in LS
dat abases i ncreases, causing |onger SPF cal cul ati ons. Though nobdern

routers have high CPUs and better resources for faster SPF

cal cul ations, non-router devices typically have limted resources for
processing. The size of the LSDB and frequency of SPFs is a problem

for non-router devices participating in the routing protocol.

2.1.2. Customer Routers Causing Frequent SPFs

I n sone cases, service-provider-managed CPEs may participate in the
link state routing protocol to advertise their connected and | oop-
back interfaces for end-to-end connectivity. Power cycles and device
failure of CPEs can trigger updates to and SPF cal cul ati ons on al
routers in the domain or area. |Isolation of the CPEs from uni nvol ved
routers is desirable.

2.1.3. Mxture of Capabilities between Routers

A nmetro L1 network supports many different custonmers and services,

but the inclusion of non-router devices (such as cable nodem

term nati on systens, video edge devices, voice soft switches, etc.)
that participate in the link state protocol may severely limt the
ability to provide those different services and abilities.

A non-router device typically just gets its default route fromthe
upstream L1L2 routers for outbound traffic. While that neets the
requi renents of the non-router device, the inability of such devices
to support all 1S 1S features (e.g. multi-topol ogy) neans that the
whol e Metro L1 network can’t support those features.

It may not be reasonable or econom cal to request the inplenentation
of such features on a non-router device that has no need to use them
A solution is required that can support both non-router devices with
limted routing protocol features and core network devices wth
conplete routing features. This will allow the Metro L1 network to
provi de diversified services to different custoners.

3. Topol ogy Restrictions

The issues discussed in Section 2 centre on issues around hub-and-
spoke topologies. In the sinplest case, each spoke is connected to a
single hub router as shown in Figure 1. To provide resiliency, a
spoke may be connected to two or nore hub routers, as shown in

Figure 2. Since normal |ink state routing is performed between the
hub and the spoke, the spoke does not need to be a single router, but
could be a small connected group of routers operating as an IS 1S
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(level 1) or OSPF area as long as only one anong the group of routers
connects to the hub router.

oot H---+ oo -+
| A 2| -]A_3]
oot -t

Figure 1. Different spokes connected to a single Hub

S S R +
|  Hub_1 | |  Hub_2 |
oo S R SR +
| Vo |
| \ |
oo - + X Ao +
| A1]| --/ \--] B_1|
ommm - + ommm - +
/ \
oot -+
| A 2| -] A 3|

-t -+

Figure 2: Spokes connected to two Hubs

When there are a huge nunber of spoke routers, the spokes may be
connecting to set of hubs which in turn connect to a hub at the

hi gher | evel making a hierarchical hub and spoke.lt is possible to
use virtual multi-instances hierarchically so that a spoke may itself
have spokes or rings that have been summari zed.

I ncreased depl oynments of hub and spoke topologies has lead to

i mproved routing requirenments between the spokes. A typical
enterprise network with branch offices connecting to head office is
usual | y depl oyed using | PSEC VPNs. The Figure 4 shows dynam c tunnel
t opol ogy where A and B are spoke routers and a tunnel is created/

t ear ed- down between them on-demand. The handling of a dynam c tunnel
in avirtual instance is slightly different fromhow a spoke or ring
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topology is handled; this is to avoid route redistribution beyond the
two ends of the dynam c tunnel.

Anot her common topology is to have rings that connect to two hub
routers, which are thenselves directly connected; this is shown in
Figure 3; it is possible for additional routers to be connected to
the basic ring as showm in ring F. To support ring topol ogies, the
two hub-connecting routers are identified as belonging to the sane

i nstance, as described in Section 5 and Section 6. The necessity for
this static configuration is what nakes it unsuitable for use with
dynam c tunnel s connecting spokes.

+-- - - - + +-- - - - +
| G1|---] G2 |
R + R +
\ /
S U + S U +
| Hub_ 1 |---] Hub_2 |
S ISR + S ISR +
I I I I
| +----- + - ---- +
| | E1[|--] E2[ |
| +----- + - ---- + |
I I
+-- - - - + 4----- +  4----- + 4----- +
| F11]-] F2 ]| -| F5]-] F_6
R + 4----- +  4----- + 4----- +
I I
+-- - - - + +-- - - - +
| F3]----- | F_4 |
+-- - - - + +-- - - - +

Figure 3. Rings connected to one or two Hubs

oo +
| Hub 1 |
S +
/ \ === i s dynam c tunnel
/ \
+-- -+ +-- -+
| A |:::::::| B |
+-- -+ +-- -+

Figure 4. Dynam c tunnel connecting singl e-node spokes
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4. Sol uti on Overvi ew

Thi s docunent defines virtual nulti-instances, which is a nechanism
to dynam cally create and destroy virtual instances or virtual areas.
A simlar result can be obtained by creating virtual stub areas in
OSPF rather than virtual instances. Wether to create virtua
instance or virtual area is an inplenentation choice.

It is well defined for OSPF and 1S-1S how nultiple instances can run
across a single interface (see [ RFC6549] and [ RFC6822]) but to
support nultiple instances in this general case, an instance-id is
required in the nessages to distinguish which instance is intended.
This also requires that all routers in the non-default instance
support the extensions. Virtual multi-instances renoves the

requi renent to include the instance-id by both restricting topol ogy
and using router-id/systemid or area address as keys to distinguish
t he i nstances.

By isolating spokes, rings and dynam c tunnels into their own virtual
i nstances, this solution provides isolation for spokes, avoids |arge
LSDBs and, except for handling dynam c tunnels, the need for spoke
routers to inplenent additional features in the 1G. The
configuration can be i ndependent of the nunber of interfaces

af f ect ed.

4. 1. Identification into Virtual |nstances or Virtual Areas

There are three different basic types of topol ogies supported -
spoke- based, ring-based and dynam c-tunnel based. A hub router wll
be configured to know that virtual multi-instance should apply to a
set of interfaces and the topology the interfaces correspond to.
When an | GP peer is connected via one of those interfaces, the hub
router determ nes the associated instance and, if necessary, creates
it. Wen the last |1 GP peer disconnects froma virtual instance, the
hub router can delete the associated instance. If an |IGP peer has a
spoke- based or dynam c-tunnel based topol ogy, then the associ ated
virtual instance is identified by the (hub router router-id/system
id, 1GP peer router-id/systemid).

In OSPF, it is possible to configure rings as separate stub areas.
This requires that all routers in the stub area be configured with
the specific and unique area address. In IS 1S it is not possible
to have nultiple separate (having separate flooding domain) L1 areas
connecting to the sane L1/L2 router. For virtual nulti-instance to
support ring topologies, a router that connects to the hub nust be
configured with an area address. |If nmultiple routers in the sane
ring connect to the sane hub (routers G 1 and G2 in Figure 3), then
all those and only those routers nust be configured with the sane
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area address. The hub will create a virtual instance or virtual area
that is identified by the area address. The hub router does not need
to have the area address configured on the set of interfaces to which
virtual multi-instance applies. |If a single router in a ring
connects to a given hub (routers E 1, E2, F 1, and F 6 in Figure 3,
then that router nmay be configured with a special area address

UNI QUE_RI NG_AREA ADDRESS (wel | -known or explicitly configured) and
the hub will create a virtual instance or virtual area that is
identified by (hub router router-id/systemid, |GP peer router-id/
systemid) but is marked as a ring topology. Virtual instances/areas
that are ring topologies wll have hub-to-hub Iinks advertised into

t hem

A router may be connected to a hub via multiple links due to
redundancy or to provide sufficient bandwi dth. Because a virtual
instance is identified by either (hub router router-id/systemid, |GP
peer router-id/systemid) or an area address, the nmultiple I GP

adj acencies fornmed across the parallel links will be in the sane

I nst ance.

4. 2. Rout e Redi stri bution

The route redistribution for virtual instances containing a dynamc
tunnel is different than that for virtual instances with spoke or
ring topologies. For a virtual instance with a dynam c tunnel, only
t he ends of the dynamic tunnel should |earn about the prefixes in the
virtual instance. This is to prevent traffic fromrouting down a
spoke and across the dynamic tunnel in order to reach the a
destination on the other spoke. A router at the end of a dynamc

t unnel

o MJIST NOT advertise a default route into
0 SHOULD redistribute its own prefixes into

o MAY redistribute non-default prefixes fromonly its default
instance into

0 SHOULD NOT redistribute prefixes out of

t he associated virtual instance/area.

For spoke and ring topologies, the hub router is responsible for
providing a default route into the virtual instance and for
redistributing the routes learned froma virtual instance into the
default instance. A hub router connected to a spoke or ring topol ogy

0 MJST advertise a default route into
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o by default, MJUST advertise reachability to the addresses that are
| earned from

o before exporting into the default instance, MAY summari ze routes
from

o by default, MJUST NOT | eak routes fromthe default instance into
t he associated virtual instance/area.

Routes fromone virtual instance SHOULD not be | eaked i nto each ot her
unl ess explicitly configured to do so via |ocal policies. By
default, routes fromdefault instance MJUST NOT be | eaked into the
virtual instances.

4.3. Avoiding Transit Traffic

Via each virtual instance that is connected to two hubs, a hub router
will see a topology to reach the other hub router. However, transit
traffic sent via spokes SHOULD be avoided. After the hub router has
conpleted its SPFs in each virtual instance/area as well as any non-
virtual instances, the hub router nust determ ne which route is
preferred. Routes |learned via a non-virtual instance MJST be
preferred over routes learned via a virtual instance/area.

4.4. Including Hub-to-Hub Links for R ng LSDBs

Rings that include two hubs usually also need to see the |ink between
the two hubs in their LSDB. This provides redundancy and the
possibility of fast-reroute techniques. The Iink between the hubs is
in the default instance. The hub-to-hub links will be advertised by
a hub router into all virtual instances/areas that are known to have
a ring topology. A hub router can identify other hub routers either
by configuration or by using determ ning other routers with the
appropriate node admn tag (see [I-D.ietf-ospf-node-adm n-tag] and
[I-D.ietf-isis-node-admn-tag]) in the default instance.

4.5, Hi erarchical Virtual Milti-Instance

When considering the use of tunnels to connect spokes towards a hub,
it is possible for hub-and-spoke topologies to scale extrenely high.
To reduce the load on particular hubs, it may be useful to consider

t opol ogi es that include hierarchy so that a spoke router could act as
a hub for several renpte spokes. Since the spoke router is

deli berately unaware that its default instance is being treated as a
virtual instance, there are no additional requirenments on a router
supporting virtual multi-instance.
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4.6. Dynam c shortcut Tunnels

5.

5.

As previously discussed (see Section 2), virtual multi-instances need
to handl e | arge nunbers of dynam c tunnels being created and renoved.
By way of an exanple, consider Figure 1 where router A 2 has a
dynam c tunnel created to C 2. Router A2 wll create a virtua
instance (A 2, C2) and may redistribute the prefixes associated wth
C2 Cl1, and Hub_1 into A 2's default instance. Simlarly, C2 wll
create a virtual instance (C 2, A 2) and may redistribute the

prefi xes associated with A1, A2 A3, and Hub_ 1.

Treating a dynam c tunnel as a virtual instance is how dynamc
tunnels need to be handled to avoid multiple different LSAs fromthe
same hub router being seen by routers in the connected spokes.
Supporting dynam c tunnels does require that router-ends of the
dynam ¢ tunnel router support the virtual nulti-instance
functionality as a hub. There are specific different rules for
handling route redistribution (see Section 4.2 for a virtual instance
t hat contains a dynam c tunnel

In a common topol ogy such as shown in Figure 4, the two spokes each
contain a single router A or B and those routers are connected by a
dynam c tunnel. In sone deploynents, it is likely that al
connections fromrouter A are sub interfaces across a single
interface and that single interface is configured for the "dynamc
tunnel topology". |In that case, A may treat both the dynam c tunnel
to B and the connection to Hub_1 as separate virtual instances and
follow the route redistribution rules for the "dynam c tunnel

t opol ogy" for both. Hub_1 can treat A as being in a "spoke topol ogy"
and thus redistribute the needed default route in and redistribute
the routes learned fromA. This conbination will provide the correct
behavi our .

Hub Rout er Behavi or

1. dassification into an Virtual Instance/ Area

A received hello, LSupdate or LSP packet needs to be classified as to

whi ch instance it belongs to. The follow ng describes how a Hub

Router MUST do this classification.

1. Was the LSP/LSA received on an interface configured for virtual
mul ti-instance? |If no, select default instance or instance-id in
packet and exit.

2. \Was the LSP/LSA received on an interface configured for ring
topol ogy? |If yes, goto (4).
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3. Assign to instance or area identified by (hub router-id/system
id, 1GP peer source router-id/systemid) and exit.

4. |Is the Area IDin the packet the UNI QUE_RI NG AREA ADDRESS? |f
yes, assign to instance or area identified by (hub router-id/
systemid, |GP peer source router-id/systemid) and exit.

5. Assign to instance identified by the Area ID and exit.

New vi rtual instances/areas SHOULD be created when there is no
correspondi ng instance. Wth the closing of the |ast | GP adjacency
associated with a virtual instance/area, that virtual instance/area
MAY be destroyed.

5.2. Cenerating Router LSA/LSPs and Default Routes for Virtual
| nst ances

For each virtual instance/area, the Hub Router MJST generate a
separate Router LSA/LSP that includes only the links to | GP peers
identified as part of that virtual instance/area and, if the virtual
instance/area is identified as a ring topol ogy, SHOULD i ncl ude any
direct links fromthe Hub Router to another Hub Router.

5.3. SPF conputations and Route Preference

A separate SPF cal cul ati on SHOULD be done for each virtual instance.
If the sane prefix is |learned froma non-virtual instance/area, then
its route MIST be preferred over the route via a virtual instance/
ar ea.

6. Manageability considerations

Because of the scale for hub-and-spoke topologies, it is difficult to
manage per-spoke configuration on the hubs. Therefore, virtual

mul ti-instance does not require per-spoke configuration. The
follow ng are the expected configuration aspects.

0 A set of interfaces is specified as configured for virtual nmulti-
i nstance. The type of topology - spoke, ring, or dynam c tunnel -
nmust be specified for the set.

0 The set of neighboring hub routers may be specified. This is per
hub nei ghbor configuration. Alternately, node adm n tags may be
supported and one adm n tag configured to indicate what other
routers are hub routers.

o0 A value for the UNI QUE_RI NG AREA ADDRESS may be specified or a
wel | - known default (TBD) may be used.
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10.

11.

11.

0 A default route to be advertised into virtual instances/areas my
be defi ned.

o A sunmmarization policy for redistributing prefixes may be defi ned.
Ideally, this should apply to a set of virtual instances/areas.

It is expected that virtual nulti-instance will be useful to provide
a zero-touch hub for IPSEC VPNs where it is highly desirable to have
no per spoke configuration on the hub router.

Backward conpatibility

The nechani sm descri bed in the docunent is fully backward conpati bl e.
The nmechani sm described in this docunment need to be supported by the

hub and the spokes need not support the nechani smunless they need to
support dynam c tunnels.

Security Considerations

Thi s docunent does not introduce any further security issues other
t han those discussed in [RFC2328] and [ RFC5340].

When a new spoke connects to the hub, it is restricted in terns of
visibility into the network. This enhances security in terns of
limted exposure to the unauthenticated nodes.Also the ability of a
spoke to perturb the entire area is mnimzed when summari zation is
done. Per spoke authentication is already avail able and is expected
to work well with virtual multi-instance.

| ANA Consi derati ons
Thi s docunent does not currently require any allocations from | ANA
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