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Abstract

Sof tware Defined Networks (SDN) provide a way to virtualize and
abstract the network in order to present virtual or abstract
resources to third-party applications running in software.
Applications can utilize a programmable interface to receive these
virtual or abstract resource descriptions in a formthat allows
nmonitoring or mani pul ation of resources within the network. The
Interface to the Routing System (I 2RS) provides an interface directly
to the routing Systemto nonitor best paths to any destination or
change routes in the routing information base (RIB) or MPLS Label
Informati on Base (LIB). The I2RS interfaces may be conbined with
other interfaces to the forwardi ng plane (ForCES (RFC3746)), device
configuration (NETCONF), or md-I|evel/peer-to-peer (ALTO draft-ietf-
alto-protocol) systemto create these virtual pathways.

Thi s docunent outlines how SDN networks can use the I2RS interface to
i npl enent an aut omated set of network services for the Virtua
Connection on Demand (VCoD) and Virtual Network on Demand (VNoD)
These systens provide service routing a better way to create paths

wi thin a hub and spoke environment, and provi de service routing the
ability to create pathways based on servi ce.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups nay al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”
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1. Introduction

The Interface to the Routing System (I2RS) architecture
([1-D.ietf-i2rs-architecture]) describes a nechani sm where the

di stributed control plane can be augnented by an outside control
pl ane through an open accessible programmatic interface. |2RS
provides a "hal fway point" between conpletely an architecture that
replaces the traditional distributed control planes and directly
configuring devices via off-board processes.
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2.

This draft proposes a set of use cases using |2RS nechanisns to

i npl enent a Software Defined Network (SDN) to enact virtual
connections and virtual networks as autonmated services. This
docunent focuses on how | 2RS woul d support two aut omat ed network
services: Virtual Connection on Demand (VCoD) and Virtual Network on
Demand (VNoD). Virtual Connections on Demand (VCoD) and Virtua

Net wor k on Demand (VNoD) may be used within hub-spoke networks and

i mprove service routing. In the future, an application enabl ed SDN
service may provide the Virtual Crcuits (VCoD) and Virtual Networks
on Denmand (VNoD) for any type of network service.

Thi s docunent contains a summary of 12RS requirenents from VCoD and
VNoD use case, background to |I2RS, a VCoD use case, a VNoD use case,
and a discussion of what the RIB Information Model is mssing. Those
famliar with |1 2RS probl em st at enent
([1-D.ietf-i2rs-problemstatenent]), |2RS architecture
([1-D.ietf-i2rs-architecture]), and the concepts of Virtual
Connections (VCs) or Virtual Networks (VNs) may wish to skip the
background secti on.

1. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Summary of |2RS requirenents

This section contains a sunmary of what each use case indicates is
needed in the | 2RS protocol (features and data). Section 3-5 provide
descriptions of the Virtual Crcuit on Demand (VCoD), Virtual Network
on Demand (VNoD), and Automated on Demand Networks. Each of these
sections specifies a use case description followed by a sunmmary of

| 2RS requirenents.

The use cases in this docunent have been nunbered to all ow coherent
conpilation of the the I2RS requirenents into a single list. In this
draft, each unique requirenment for the |I2RS protocol (I2RS client-12RS
agent) for the Virtual Grcuit on Demand (VCoD) use caes has the

| abel VCoD- REQhn where nn is an nunber. Each uni que requirenent for
t he VNoD use case has the | abel VNoD- REQnhn where nn is a nunber

This use case also indicates things which are lacking in the Each

uni que requirenent for for VCoD additions to the I2RS RIB

I nformati onal Mbdel VCOD-1 M REQhn (where nn is a uni que nunber).
Simlarly, each unique requirenment for VNoD additions to the RIB
informational Mbdel is identified with VNoD-I1 M REQhn where nn is a
uni que nunber. Section 6 contains a list of what is mssing in the
RI B I nformati onal Mbdel .
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The requirenments for Virtual Connections on Demand (VCoD) use cases
are:

0 VCoD-REQU1: |2RS Agent SHOULD provide the ability to read the
virtual network topol ogy database for the technol ogy supported to
determ ne nodes and connections. For optical, these are the
optical connections and what node they connect to, and the
t opol ogi es created. For MPLS, this is virtual circuit avail abl e,
what nodes they connect to, and the network topol ogi es creat ed.
For I P technologies, this could include the GRE tunnels, what
interface it connects to, and the topol ogies created. For
Ethernet circuits this should involve circuit type (e.g, point-to-
poi nt (P2P) or point-to-mnultipoint (P2MP)) and what nodes it can
reach, and the topol ogi es created.

0 VCoD- REQD2: |2RS Agent SHOULD provide the ability to influence the
configuration of a virtual circuit in a node.

0 VCod-REQD3: |2RS Agent SHOULD provi de nonitor and provide
statistics on the virtual connection to the 12RS client via a Read
request or status Notification. The I2RS client can then
determine if the connection falls below a quality |evel the
application has requested. If the I2RS client does determ ne the
circuit is belowthe required quality, it could create another
circuit. The I2RS may choose to create the second virtua
circuit, transfer flows, and then break the first circuit.

The Virtual Network on Demand (VCoD) contains the sane first three
requi renents. This neans that:

o VNoD-REQD1 = VCoD- REQD1,

o VNoD- REQD2

VCoD- REQD2, and

o VNoD- REQO3 VCoD- REQO3.

These requirenents will not be repeated, so the VNoD begin with VNoD
REQ 04.

The requirenments for the Virtual Networks on Demand (VNoD) are:

0 VT-VN-REQD4: |2RS Agent SHOULD provide the ability to influence
the configuration of a virtual network in a node.

0 VT-VN REQD5: |2RS Agent SHOULD provide the ability to report

statistics on the network nodes and end-to-end traffic flows via
read of status data or via notifications of status.
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3.

0 VT-VN-REQO6: The |2RS protocol and RI B Informational Mdel (IM
MUST support logical tunnels of type MPLS as well as IP, GRE
VXLAN, and GRE. Large carrier networks utilize MPLS in a variety
of forms (LDP, static MPLS TE, or dynanmic TE LSPs created by RSVP-
TE)

0 VT-VN-REQO7: |12RS SHOULD support Informational Mdels and features
to all ow MPLS technol ogi es to create Hub-spoke topol ogy and
service routing in networks in Carriers, Enterprise, and Data
Centers.

0 VT-VN-REQO8: |2RS protocols, Information Mdels, and Data Mbdel s
MUST be able to support Carriers using these MPLS technol ogies to
support networks for Mbile BackHaul, on-demand MPLS overl ays, and
on- demand vi deo conferenci ng networ ki ngs.

Virtual Crcuit on Demand

Virtual Crcuit on Demand (VCoD) application associates to |I2RS
client (or clients) which can conmmunicate with the |I2RS agent (or
agents) which control the VCoD circuit’s creation, deletion,

nodi fication, query for information or status changes. Information
for this application needs to include for network topology, interface
statistics, available circuits per node, avail able bandw dth on
circuits. Interface statistics mght be required on a historical and
i nstant aneous tine basis. The circuit statistics mght al so need
jitter, delay, and exit-point performance.

The virtual circuits may be obtained via RIB Informational Mdel (R B
IM ([I-D.ietf-i2rs-rib-info-nodel]) fromthe interface list, or from
the nexthop lists. Wite access to set-up new interfaces is not
clearly spelled out in the current version of the RRB IM nor are the
statistics (historical or tine). This use case points out additional
Informati on Models (I Ms) that need to be added to the |I2RS

i nformati on nodel s.

In the exanpl e topol ogy bel ow, the VCoD application s |I2RS client
communi cates with |1 2RS agents to set-up virtual circuits fromEdge 1
to Edge 2. The I2RS client conmunicates with | 2RS Agent-1 on node 1,
| 2RS Agent-2 on node 2, |2RS Agent-3 on node 3, and |I2RS Agent 4 on
node 4 for to set-up the virtual circuit. The VCoD application
contains the necessary logic to determne the pathway from Edge 1 to
Edge 2.

A second option for VCoD is to have an application comrunicate with
two | 2RS clients who cooperate to set-up the virtual connections
bet ween Edge 1 and Edge 2. Information passed between the two
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clients can be done via other |ETF protocols (E. g. stateful PCE or
ALTO).

3.1. Wiy | 2RS enabl ed sol utions are necessary

Past solutions in this area have included uses of device
configuration across nultiple nodes (SNWP or NETCONF based) with
proprietary services conbined with topol ogy queries. The |ack of
coordi nated responses to routing topology queries has created
probl ems in quickly obtaining and configuring changes for Virtual
Crcuits. New algorithns can create better services in routing and
switching. These algorithns include Fast-Reroute of RSVP or |GPs
which aid the automatic re-establishnment of sonme circuits, but the
conpl exity of sone of these algorithns increases cost within the
network elenments. It’s often difficult to justify the added
conplexity in the database and al gorithnms of routing protocols to
sol ve what is considered a point case.

Wi le the set-up of these virtual circuits is possible with current
technol ogy, the lack of the I2RS-1ike franmework nmakes VCoD network
conplex. Wth this support, VCoD nay be able to reduce conplexity on
t he indivi dual nodes.

3.2. Wiy is not in scope for |2RS

The neans by which the VCoD application determ nes which | 2RS client
to associate with is outside the |I2RS protocol and architecture. A
list of virtual circuits per node may be queried fromthe R B

I nformational Mddel’s (RIRBIM ([I-D.ietf-i2rs-rib-info-nodel])
interface and nexthop lists. However, other neans may be used to
determ ne the possible interfaces on a node. For exanple, ALTO could
informthe application which nodes have an | 2RS Agent supporting the
VCoD service, and SNMP/ NETCONF coul d be used to determ ne which

i nterfaces were configured.

3.3. Exanple Topology for Virtual Crcuit on Demand (VCoD)
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3.4. 12RS Requirenents for Virtual Circuit on Demand (VCoD)
The foll ow ng things need to be supported for this application:

0 VCoD-REQU1: |2RS Agents SHOULD provide the ability to read the
virtual network topol ogy database for the technol ogy support ed.
For optical, these are the optical connections and what node they
connect to, and the topologies created. For MPLS, this is virtual
circuit avail able, what nodes they connect to, and the network
topol ogi es created. For IP technologies, this could include the
CGRE tunnels, what interface it connects to, and the topol ogies
created. For Ethernet circuits this should involve circuit type
(e.g, point-to-point (p2p) or point-to-nultipoint (p2np)) and what
nodes it can reach, and the topol ogi es created.

o0 VCoD- REQD2: |2RS Agent SHOULD provide the ability to influence the
configuration of a virtual circuit in a node.

0 VCoD REQD3: |2RS Agent SHOULD provi de nonitor and provide
statistics on the virtual connection to the 12RS client via a Read
request or status Notification. The I2RS client can then
determne if the connection falls below a quality |evel the
application has requested. If the I2RS client does determ ne the
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4.

circuit is belowthe required quality, it could create another
circuit. The I2RS may choose to create the second virtua
circuit, transfer flows, and then break the first circuit.

VWhat is needed in the RIB | M Mdel

o VCoD-RI B |MREQ1: The RI B I M node
([I-D.ietf-i2rs-rib-info-nodel] provides with each route an
associ at ed next hop-list O-N nmenbers. Each nexthop-list is flagged
with a protection preference (1 or 2), and a Load bal ance wei ght
(1 to99). |If the host routes for all nodes in the topol ogy exi st
within the RIRB IMnodel’s instantiation, then the nexthop nenber
on the nexthop-list SHOULD provide the follow ng information:

* identifier for interface

* egress interface (logical, virtual, or physical)

* address of physical interface (I P address or MAC) plus RIB
* tunnel encapsul ation for interface (I P GRE, MPLS tunnel),

* logical tunnel identifier

* RIB name (for |ook-up resolution)

* flags for specialized | ook-ups (Discard packets, discard with
error notification, receive)

o VI-VC-RI B IMREQ2: The RIB IMnodel’s primtives SHOULD i ncl ude
circuit type (p2p, np2np), optical connection information, and
additional statistics per virtual circuit.

o VI-VC RIB |IMREQ3: The RRB IMnodel’s instantiation within the
prot ocol must provide an easy way to specify queries for this
i nformati on.

Virtual Network on Demand (VNoD)

Virtual Networks on Demand (VNoD) are sinply extensions to the
Virtual Connections on Demand concept. The I12RS client is tasked to
create a virtual network instead of a single connection.

The exanpl e sequence woul d be that the application discovers the
appropriate I2RS clients (12RS VNoD client 1 and |I2RS VNoD Cient 2)
whi ch support VNoD via a protocol outside the |I2RS franework (e.g.
ALTO . The I2RS Cient-2 works with the I12RS Agents 1-4 to set-up a
virtual network. This involves the follow ng:
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gat hering potential topology information (in order to create the
net wor k,

set-up the virtual network (via influencing configurations on
node) ,

nmoni toring changes in topology (in order to potential failovers,
i nfluenci ng changes to virtual network via configurations, and

renmoving the virtual network after the demand has expired.

o +
| Application |
o m e e e e e e e e e e m +
| |
| _ | _
R +< Policy I +<Pol i cy
| 12RS VNoD client 1| <PCE info |I2RS client 2 | < PCEP
e . e .
|1 |
| o +] |
| N R | |
| | | |
I + - e - + S + - e e - +
| 12RS | | 12RS | | I2RS | | I2RS |
| Agent-1| | Agent-2 | | Agent-3 | | Agent-4
[-------- | |-------- + SRR + Heeeeeea-- +
| node 1 | | node 2 | | node 3 | | node 4 |
oo + oAo--- - + S SRR +  A-e-eooo--- +
| | | I | |
| |-------- | |------------ | +o----- + |-end-point-3

----end-point2

end-point-1

Thi s topol ogy shares sone configuration needs with the central
menber shi p conputation for MPLS VPNs from (draft-white-i2rs-use-
cases) but the nmechani sns are not specific to MPLS VPNs.

This requires the following froml2RS protocol (client-agent)

0]

VCoD/ VNoD- REQD1: | 2RS Agents SHOULD provide the ability to read
the virtual network topol ogy database for the technol ogy
supported. For optical, these are the optical connections and
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what node they connect to, and the topol ogies created. For MPLS,
this is virtual circuit avail able, what nodes they connect to, and
t he network topol ogies created. For |IP technologies, this could
include the GRE tunnels, what interface it connects to, and the
topol ogi es created. For Ethernet circuits this should involve
circuit type (e.g, point-to-point (p2p) or point-to-nultipoint
(p2nmp)) and what nodes it can reach, and the topol ogi es created.

o0 VCoD/ VNoD- REQD2: 12RS Agent SHOULD provide the ability to
i nfluence the configuration of a virtual circuit in a node.

0 VCoD/ VnoD- REQD3: | 2RS Agent SHOULD provide the ability to report
statistics on the virtual connection to the 12RS client via read
of status data or via notifications of status. The |I2RS client
can then determine if the connection falls below a quality |evel
the application has requested. |If the I2RS client does determ ne
the circuit is belowthe required quality, it could create another
circuit. The I2RS may choose to create the second virtua
circuit, transfer flows, and then break the first circuit.

o0 VNOD- REQD4: |2RS Agent SHOULD provide the ability to influence the
configuration of a virtual network in a node.

0 VNoD- REQD5: | 2RS Agent SHOULD provide the ability to report
statistics on the network nodes and end-to-end traffic flows via
read of status data or via notifications of status.

5. Automated On Denmand Net wor ks

Aut omat ed On- Demand net wor ks becones a reasonabl e technology within a
network by utilizing the I2RS architecture. Wile automated on-
demand circuit provisioning and de-provisioning i s possible now the
effort to configure and reconfigure nodes to provide the Automatic
On-Demand circuits can be difficult. Wth I2RS, the I2RS client can
instruct the |I2RS Agents within a network to create On-Denmand
circuits and then renove the circuits returning the network to its
configured state. Wth |I2RS enhanced nonitoring capability, the

noni tori ng needed for these state changes is incorporated within the
I 2RS framewor k.

The current scope for these Automated On-Demand Circuits in the

| ETF' s | 2RS working group’s charter is limted to hub-spoke networks
and service routing. This section discusses the progress on the |I2RS
agai nst the use cases, and proposes additional additional Autonated
On-Demand Circuits.

Current Status of the Automated On-Denmand Functionality
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Bot h t he hub-spoke network and service network may include a
centralized control network el ement such as
[I-D.ji-i2rs-usecases-ccne-service]. These centralized control
network el enents may use | 2RS access to individual node’'s R B
information via the 12RS RIB Information Mddel (IM
([1-D.ietf-i2rs-rib-info-nodel]), or obtain full network topol ogy
information fromother protocols (BG Route Reflector, PCE

([ RFC4655]), or ALTO [I-D.bernstein-alto-topo]). Wth the recent
inclusion of 1GP (OSPF and ISIS) link-state information into BGP TLVs
via [I-D.ietf-idr-Is-distribution], all of these sources can provide
centralized services that can provide topol ogy maps at the AS and | GP
| evel .

| 2RS I nformation Models (IM are being proposed which can store:

o0 Network Topologies (IM [I-D. nedved-i2rs-topol ogy-in], and

o Service Topologies IM [I-D. hares-i2rs-info-nodel -service-topo].
| 2RS features Needed Future On-Demand Networ ks

o0 VNoD- REQD6: The | 2RS protocol and RI B Informational Mdel (I'M
MJST support logical tunnels of type MPLS as well as IP, GRE
VXLAN and GRE. L Large Carrier networks utilize MPLS in a variety
of forms (LDP, static MPLS TE, or dynamic TE LSPS created by RSVP-
TE or CR-LDP).

0 VNoD- REQDO7: |2RS SHOULD support Informational Mddels and features
to all ow MPLS technol ogies to create Hub-spoke topol ogy and
service routing in networks in Carriers, Enterprise, and Data
Centers.

0 VNoD-REQD8: |2RS protocols, Information Mdels, and Data Mdels
MUST be able to support Carriers using these MPLS technol ogies to
support networks for Mbile BackHaul, on-demand MPLS overl ays, and
on-demand vi deo conferenci ng networki ngs.

6. What is Mssing in RIB Informati onal Mbdel (RIBIM

Based on these requirenents, the following is needed in the RIB I M
Model :

o0 VNoD-RIB |MREQ1: The RI B I M node
([I-D.ietf-i2rs-rib-info-nodel] provides with each route an
associ at ed next hop-list O-N nenbers. Each nexthop-list is flagged
with a protection preference (1 or 2), and a Load bal ance wei ght
(1 to99). |If the host routes for all nodes in the topol ogy exi st
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within the RIB IMnodel’s instantiation, then the nexthop nenber
on the nexthop-list SHOULD provide the follow ng information:

* identifier for interface

* egress interface (logical, virtual, or physical)

* address of physical interface (I P address or MAC) plus RIB
* tunnel encapsul ation for interface (I P GRE, MPLS tunnel),

* logical tunnel identifier

* RIB nane (for |ook-up resolution)

* flags for specialized | ook-ups (Discard packets, discard with
error notification, receive)

o0 VNoD-RIB IMREQ2: The RIB IMnodel’s primtives SHOULD i ncl ude
circuit type (p2p, np2np), optical connection information, and
additional statistics per virtual circuit.

o0 VNoD RIB IMREQS3: The RIB IMnodel’s instantiation within the
prot ocol must provide an easy way to specify queries for this
i nformati on.

7. | ANA Consi derations

Thi s docunent includes no request to | ANA
8. Security Considerations

Thi s docunent has no security issues as it just contains use cases.
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