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Abstract
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1. Introduction

This is a strawman proposal for the first version of the |I2RS
protocol. This draft is input to a NETCONF Worki ng G oup whi ch

st andar di zes extensions to the NETCONF and RESTCONF protocol, and to
t he NETMOD Wor ki ng Group whi ch standardi zes extensions to YANG  This
draft is also input to the early inplenenters of the |2RS protocol

As such, feedback fromearly inplenmentations would hel p.

The 1 2RS protocol is a higher |evel protocol conprised of a set of
exi sting protocols which have been extended to work together to
support a new interface to the routing system The |I2RS protocol is
a "reuse" managenent protocol which creates new nmanagenent protocols
by reusing existing protocols and extending these protocols for new
uses. The first version of the I2RS protocols is conprised of
extensions of the NETCONF [ RFC6241] and RESTCONF
[I-D.ietf-netconf-restconf].

Thi s strawran proposal supports |2RS requirenents for epheneral data
store, managenent data flows, and protocol security. |t proposes
extensions to the foll ow ng:

o0 YANG 1.1 [I-D.ietf-netnod-rfc6020bis],

o NETCONF [ RFC6241],
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0 RESTCONF [I-D.ietf-netconf-restconf]
o0 Network Access Control Mdel [RFC6536]

This protocol strawran utilizes the follow ng existing proposed
features for NETCONF and RESTCONF

o Call Hone [I-D.ietf-netconf-call-hone],

o Server Configuratino Module [I-D.ietf-netconf-server-nodel],

o0 Mdule library [I-D.ietf-netconf-yang-1library],

o Publication/Subscription via Push [I-D.ietf-netconf-yang-push],
o Patch [I-D.ietf-netconf-yang-patch],

o syslog yang nodul e (both [ RFC5424] and
[1-D.ietf-netnod-sysl og- nodel ]

Section 2 provides definitions for terns in this docunent. Section 3
sumari zes the changes to configuration data store, NETCONF

RESTCONF, and YANG  Section 4 details the changes to Yang.

Section 5 sumari zes the changes to transport support for RESTCONF
and NETCONF. Section 6 details the changes to NETCONF. Section 7
details the changes to RESTCONF. Section 8 provides a sinple exanple
of | 2RS protocol support for the epheneral data store using a sinple
tenperature nodel. Section 9 provides a sinple exanple of the |I2RS
protocol with an epheneral route updating an existing route.

Section 10 provides information on the security considerations for

t he 1 2RS protocol

2. Definitions Related to Ephenmeral Configuration
This section reviews definitions fromIl2RS architecture
[I-D.ietf-i2rs-architecture] and NETCONF operational state
[1-D.ietf-netnod-opstate-reqs] before using these to construct a
definition of the epheneral data store.

2.1. Requirenents | anguage
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
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2. 2. | 2RS Definitions

The | 2RS architecture [I-D.ietf-i2rs-architecture] defines the
foll owi ng terms:

epheneral data: is data which does not persist across a reboot
(software or hardware) or a power on/off condition. Epheneral
data can be configured data or data recorded from operations of
the router. Epheneral configuration data al so has the property
that a system cannot roll back to a previous epheneral
configuration state.

| ocal configuration: is the data on a routing system which does
persi st across a reboot (software or hardware) and a power on/off
condition. Local configuration has the ability to roll back to a
pervi ous configuration state.

oper ator-applied policy: is a policy that an operator sets that
determ nes how epheneral configuration interacts with | ocal
configuration. One could consider these policy knobs that the
operator sets to determ ne how the |I2RS agent will act. Two
policy knobs are necessary:

* policy knob 1: Epheneral configuration overwites | ocal
configuration,

* policy knob 2: Updated configuration overwites epheneral
configuration

Three possible setting for the above knobs are:

Policy knob 1=fal se and policy knob 2=true: | 2RS software is
install ed, but the operator does not want it to overwite wite
any configuration variables. This mght be valid if 12RSis only
suppose to nonitor data on this node.

Pol icy knob 1=true and policy Knob 2=fal se: This is the norma
case for the 12RS Agent where the epheneral configuration data
overwites the |local configuration data, and the epheneral data
stays even when the | ocal configuration value changes. Wen the
epheneral data is renoved by the |I2RS agent, the nost recent | ocal

configuration value is set.

Policy knob 1=true and Policy Knob 2=true: This case can occur if
the epheneral wite is only suppose to take place until the next

configuration cycle froma centralized system Suppose the | ocal
configuration is get by the centralized systemat 11:00pm each

night. The I12RS Cient wites tenporary changes to the routing
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systemvia the | 2RS agent epheneral wite. At 11:00pm the |ocal
configuration update overwite the epheneral. The |I2RS Agent
notifies the 12RS Cient which is tracking which of the epheneral
changes are being overwitten.

2.3. Operational and Epheneral State definitions

The [I-D.ietf-netnod-opstate-reqs] defines the follow ng to augnent
[ RFC6244] to define how configuration state and operational state are
different.

Appl i ed Confi guration: This data represents the configuration
state that the server is actually in

Derived State: This data represents information which is
generated as part of the server’s own interactions.

I nt ended Configuration: This data is the configuration state that
t he network operator intends the server to be in, and that has
been accepted by the server as valid configuration.

Operational State: is the current state of the systemas known to
t he various conponents of the system (e.g., control plane daenons,
operating systemkernels, line cards). The operational state
i ncl udes both applied configuration and derived state.

Epheneral State: cont ai ns both epheneral configuration state and
operational state. 1In a data nodel which is only epheneral, the
operational data created based on epheneral configuration state.
In a non-epheneral data nodel, the epheneral augnentatation to
operational state may create epheneral operational state.

Epheneral Configuration state: Epheneral configuration state is
state which is an epheneral only data nodul es or epheneral
configuration that augnents a non-epheneral data nodel."

In each of these definitions, the "server" is the routing system

The [I-D.ietf-netnod-opstate-reqs] defines two actions that update
the intended and the applied configuration:

Asynchronous Confi guration Operation: the server MJUST update its
i nt ended configuration before replying to the client indicating
whet her the request will be processed. The server’s applied
configuration state is updated after the configuration change has
been fully effected to all inpacted conponents in the server.
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Synchronous Configuration Operation: the server MJUST fully attenpt
to apply the configuration change to all inpacted conponents in
the server, updating both its configuration (intended
configuration and the applied configuration), before replying to
the client.

3. DataStore Mdel Ml ee
The NETMOD Wor ki ng Group has been working to create new definitions
of datastores based on feedback from operators on desiring a split
bet ween operational state and configuration state.
In a system w t hout epheneral data, the structure of the routing
systens | ocal intended configuration, applied configuration, and
derived state can be nodeled in the foll ow ng ways:

1. Opstate nodel froml-D.draft-kwatsen-netnod-opstate (figure 1
bel ow) ,

2. Persistent/Non-Persistent Config froml-D.draft-wlton-netnod-
refined-datastores (figure 2 below) |,

3. Revised Data Store (Epheneral is OPSTATE ) from|-D.draft-
schoenw- net nod- revi sed-dat astores (figure 3)

4. 12RS nodel (figure 4 belowin section 2.4.1).
Section 2.4.1-2.4.4 provide diagrans and pro/cons of each nodel.
Qper ati onal experience will inprove our understandi ng of these
dat ast ore nodel s.

3.1. Opstate nodel

Model from |-D.draft-kwatsen-net nod-opstate
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Local Configuration
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| Iocal |

| ] read only

state | ]

kkhkkkhkkhkhkkhhkkhkhhkkhhkhkkihkhkhkhkhhkkhkhkhkhhkhkk

config |
fal se | | derived |
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+
|
|
|
|
|

true | —============ |
*
|
|
|
|
+

Figure 1

| 2RS Proposed Epheneral state addition to Mdel
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|  Synchronous
| or Asychronous updsate

Local | Epheneral | =====I 2RS Agent
configuration | Confguration

state | ]

I I
I I
I I
| | Local * epheneral] |
| | config * config | |
I I
I I

config | Applied config |
R IR I I b I S S S S S S S S S S S S b b S S S S I S S
config | |
fal se | | Tocal * epheneral | |
| | state * state | |
| | derived state | |
| |
o e e e e e e e e e e +
Fi gure 2
Pro:

1. Ephemeral configuration utilize the constraint checks in yang 1.1
[I-D.ietf-netnod-rfc6020bis] in section 8.3 for nmessage
syntactial checks (8.3.1), and can use insertion and datastore
based constraint checking in NETCONF/ RESTCONF in their nornma
manner (section 8.3.2 and 8. 3. 3).

2. QOperational state can occur in epheneral only data nodels

3. Epheneral augnmentations seem a | ogical extension.

4. Event/notification for 12RS can work with config and epheneral

5. Can query epheneral + local configurations as overlay or
separately.
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1. Epheneral configuration cannot elect to use only the Yang 1.1
syntactical checks (section 8.3.1 of
[I-D.ietf-netnod-rfc6020bis]).

3.2. Persistent/Non-Persistent Config

Per si stent/ Non-Persistent Config froml-D.draft-w | ton-netnod-
refi ned-dat astores

- + Fommmmmeeaa +
| <candi dat e> | | <startup> |

| (ct, rw)  |<---+ +---> (ct, rw) |

S + | | R +

I I I I

| [ ... [ ... |

| B R + .

+o-em- - >| <persistent cfg> | <---+
| (ct, rw) |

I nt ended R +

Config ==> vV .

Dat ast ore R + .

(abstract) . | <epheneral cfg> |<--- Can override persistent
| (ct, rw | . cfg. Optiona
S + .

.......... [ .o
|
R Vemmmm e m e e m +
| |
| . <applied cfg> .<--- Actual cfg in effect
Oper at i onal | . (ct, ro) ]
State ==> | |
Dat ast ore | + |
| system cfg <--- Systemcreated config
| + |
| system state <--- Al config fal se nodes
oo e e eiomaoaiaiiaaas +

Pr o:

1. Epheneral configuration utilize the constraint checks in yang 1.1
[I-D.ietf-netnod-rfc6020bis] in section 8.3 for nessage
syntactial checks (8.3.1), and can use insertion and datastore
based constraint checking in NETCONF/ RESTCONF in their norma
manner (section 8.3.2 and 8. 3. 3).

2. Qperational state can occur in epheneral only data nodels
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3. Epheneral augnentations align with the |I2RS epheneral
requirenents [I-D.ietf-i2rs-epheneral -state]
4. Event/notification for 12RS can work with config and epheneral .

5. Can query epheneral + |local configurations as overlay or
separately.

1. Epheneral configuration cannot elect to use only the Yang 1.1
syntactical checks (section 8.3.1 of
[I-D.ietf-netnod-rfc6020bis]).

3.3. Revised Data Store (Epheneral is OPSTATE

Revi sed Data Store (Epheneral is OPSTATE ) from|-D. draft-schoenw
net nod-r evi sed- dat ast or es
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Fom e + R +
| <candi date> | | <startup> |
| (ct, rw)  |<---+ +---> (ct, rw) |
o e + | | o e e e o - +
| | | |
| Fommmmen e e + |
- <| <running> |[>------- +
| (ct, rw) |
R +
|
(A /[l e.g., renoval of 'inactive' nodes
v
N +
| <intended> | // subject to validation
| (ct, ro) |
Fom e e o +
|
(B) /1l e.g., mssing resources or del ays
v
Fomm e m oo ok +
| <applied> |
| (ct, ro) |
S +
|
(O /1l e.g., autodiscovery, control-plane
| /'l protocols, control-plane datastores
%
o m e e e e e e e e e e e e e e - +

| <operational -state> |
| (ct + cf, ro) |

1. Epheneral configuration can tailor its constraint checking to the
dat a nodel

2. Epheneral data is |like data sent to/fromany routing process.

1. Ephenmeral configuration state nust create its own constraint
checki ng

2. Epheneral state has no easy way to query the overlay of epheneral

state and | ocal configuration since there is no augnentation of
| ocal configuration.
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3. Event/notification for 12RS can work with config and epheneral
4. Epheneral configuration
3.4. Another Mdel for Epheneral

Thi s nodel cane out of dicussions with the authors of all the drafts:

S +
| Epheneral |
| Configuration |
S +
n
||
B + | | - +
| <candi dat e> | | | | <startup> |
| (ct, rw)  |<---+ | | +---> (ct, rw) |
Fom oo + | | | | I +
I |1 VvV | I
| o a - + |
Foame- - > <running> |[<-------- +
| (ct, rw) |
S +
|
(A /'l e.qg., renoval of ’inactive nodes
v
R +
| <intended> | // subject to validation
| (ct, ro) |
S +
I
(B) /1l e.g., mssing resources or del ays
%
Fom e e o +
| <applied> |
| (ct, ro) |
N +
|
(O /1l e.g., autodiscovery, control-plane
| /'l protocols, control-plane datastores
v
T + o m e e e e e e e e e e e e e o e o e S +
|injected |-->| <operational-state> | | forwarding |
| epherner al | | process (ct + cf, [------ | |
| | | ro + injected ) | | |
R + o + o e e e o - +
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4. Sunmary of Protocol Changes

This section provides a summary of requirenments for changes to
support the | 2RS protocol features of epheneral data, a secure

prot ocol, managenent data flows, and |2RS error handling. Mnagenent
data flows may be large data flows for notifications, events, and
protocol events. Mnagenent flows could also be tracing the routing
systeni s operation or QAM operati ons.

4.1. Epheneral Data

This section provides an overview of the epheneral data store, |2RS
agent caching support, and ephenmeral requirenments (from
[I-D.ietf-i2rs-epheneral -state]).

4.1.1. Overview of Epheneral Data Store

This section augnments the [I-D.ietf-netnod-opstate-reqs] wth
definitions for epheneral state as the |ongest held NETMOD dat astore
nodel . Any of the epheneral data nodel s described above can be nade
to align to epheneral state, but the revised data store (epheneral is
operation state ) nay take nore effort.

NETCONF provi des the concept of a data store, but RESTCONF only
defines the concept of a "context”. The |ogical description of
epheneral additions to the NETCONF data store below still fits the
general concepts of the RESTCONF context.

Thi s approach to the epheneral datastore is two panes-of-glass nodel
one pane of glass is the "local configuration” within the Intended
configuration and the other pane of glass is the "epheneral data".
The two panes of glass are pressed together to create the intended
configuration which then applied to the routing node and generates
derived state as shown in figure 2.

The applied configuration is the result of the the intent
configuration (normal and epheneral). Simlarly, the derived data is
a result of the applied configuration (normal and epheneral).
Therefore derived state may be defined in | ocal configuration or
epheneral portions of a data nodel (or data nodels).

The epheneral data store has the foll ow ng general qualities:

1. Epheneral state is not unique to |I2RS work.

2. The epheneral datastore is never |ocked.
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3. The epheneral portion of the intended configuration, applied
state, and derived state does not persist over a reboot,

4. an epheneral node cannot roll-back to its previous val ue,

5. Since epheneral data store is just data that does not presist
over a reboot, then in theory any node or group of nodes in a
YANG dat a nodel coul d be epheneral. The YANG data nodul e nust
i ndi cate what portion of the data nodel (if any) is epheneral.

* A YANG data nodule could be all epheneral (e.g.
[I-D.ietf-i2rs-rib-data-nodel]) with no directly associ at ed
configuration nodel s,

* A YANG nodel could be all epheneral but associated with a
configuration nodel

* or a single data node or data tree could be nade epheneral.

6. The managenent protocol (NETCONF/ RESTCONF) needs to signal which
poritons of a data nodel (node, tree, or data nodel) are epheneral
in the nodule library [I-D.ietf-netconf-yang-library].

4.1.2. |2RS Agent Caching of Epheneral Data

| 2RS protocol version does not support caching of epheneral data the
| 2RS Agents. Future |12RS work MAY support caching of data in the

| 2RS Agents. |Inplenmenters are encourages to experinent with caching
of epheneral data in |I2RS Agents.

4.2. Protocol Security

The | 2RS protocol requires the ability to run over secure transport
connections for the |I2RS protocol to run over. Each secure transport
must provide data confidentiality, data integrity, and replay
prevention. NETCONF running over TLS or SSH over TCP, and RESTCONF
runni ng over HTTP 1.1 over TLS over TCP provide these features.
However, the |I2RS protocol requires extensions to this protocol
security. This section provides an overvi ew t hese changes.

4.2.1. Summary of Protocol Security Changes
The |1 2RS protocol requires the follow ng new security features:

o nutual identification of 12RS Client and Agents via unique
identifiers,
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o the I2RS client identifier to be associated with a priority and a
secondary identity

o data access (read/wite) for each data nodel to be associated with
| 2RS client roles,

o the ability to send sone data over an insecure section as
specified in a data nodel .

Thi s section descri bes these new feat ures.
4.2.1.1. Miltiple secure transports

The | 2RS protocol MAY operate over a set of secure transports (1 to
many transports) which provide data confidentiality, data integrity,
and replay prevention. The key managenent that distributes keys MJST
guarantee that only the entities having sufficient privileges can get
the keys to encrypt/decrypt the sensitive data. NETCONF s
operatoring over TLS or SSH protocols, both of which run over TCP,
provi de such a secure transport as does RESTCONF operating over HITP
1.1 operating over TLS which runs over TCP also fits this

descri ption.

4.2.1.2. Mut ual ldentification

| 2RS protocol security requires nutual identification of |I2RS client
and agent via a unique identifier. The identity of each |I2RS client
nmust be represented by at | east one unique |I2RS client identifier,
and the identity of an |2RS Agent nust be represented by at |east one
uni que | 2RS agent identifier. The |I2RS protocol nust perform nutual
identification of the I12RS client and the |I2RS agent. The |I2RS
client-agent security association is valid for a single transport
session or a set of parallel transport sessions. The |I2RS client-
agent security association does not need to have an active transport
session to remain active. The |I2RS agent and client unique
identifiers are created and distributed outside the |I2RS protocol.

4.2.1.3. 12RS dient has Identifier + Priority + Secondary ldentifier

Each 12RS client identifier will have one priority and one secondary
identifier during a particular |2RS transaction (read/wite
sequence), but the priority and the secondary identity associ ated
with a I2RS client identity may change during a | 2RS client-agent
associ ati on.
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4.2.1.4. | 2RS Rol e Based Access

Certain data within routing elenents is sensitive and read/wite
operations on such data SHOULD be controlled as to which |I2RS client
can access the data for read/wite based on the 12RS client’s roles
in order to protect its confidentiality. A I2RS Cient’s role
descri be which data nodels and which data within those data nodel s
the I2RS client can have read access, wite access, or both (read/
wite).

4.2.1.5. Insecure Transport

An | 2RS data nodel with epheneral state MAY require the passage of

| 2RS data will require the sone data to be be sent fromthe |2RS
agent to a I2RS client via an insecure transport. Exanples of this
transport could be the |I2RS agent agent opening up a TCP connecti on
to an 12RS Cient via TCP. The yang data nodel specifying this MJST
indicate what data is able to be passed over an insecure transport
connection. Insecure transport nust still support traceability and
publ i cation/subscription of the insecure data.

4. 3. Dat a Fl ow

Large anmounts of data can flow fromthe |2RS agent to the |2RS
client, or fromthe I12RS client to the 12RS Agent. The |I2RS client
may set or query epheneral configuration in the routing systemvia
the | 2RS agent and receive operational state, notifications, or

| ogging fromthe |12RS Agent on behalf of the I2RS routing system In
addi tion, sonme OAM functi ons engaged by the by the I12RS Cient via
the I 2RS Agent can require large data flows plus systemresources
(cpu, nmenory, data storage). This section discusses inplenentation

i ssues regarding this work.

4.3.1. Data Flow for Epheneral Configuration

The requirenments for high performance and hi gh-vol une data fl ow
between the 12RS Cients and the |I2RS agents in the routing system
have been described in general in the |I2RS architecture
[I-D.ietf-i2rs-architecture]. Ilients can send |arge anmount of
epheneral configuration data to the |I2RS Agent. The wites nmay be
done via NETCONF (<edit-config> or an rpc function), or via RESTCONF
(PUT, PATCH, POST). Reads can be done via NETCONF <get-config> or
RESTCONF GET or query.

The 12RS RIB Data Model [I-D.ietf-i2rs-rib-data-nmodel] al so supports
the use of rpc to add/del ete RI Bs, add/del ete/update routes, and add/
del ete nexthops. |If the I2RS client does a snmall to nmedi um nunber of
wites to the | 2RS epheneral state in the I2RS Agent in a routing
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system the full validation that NETCONF or RESTCONF does wi || be
able to be done w thout any reduction in speed to the |I2RS high-
performance system For exanple, if the 12RS RI B Data Mddel has adds
a 1000 routes, the I2RS RIB use of rpc to add/ del ete/ update routes
shoul d be able to provide a high-performance system Alternatively

t he NETCONF <edit-config> could update these 1000 routes with a
wite, or the RESTCONF POST, PUT or PATCH should be able to add the
1000 routes.

If a large nunber of epheneral routes or filters are witten (updates
or new by the I12RS Cient to the epheneral state in the |I2RS agent,
one of the key issues for a high performance interface is the tine it
takes to validate routes. Due to this concern, the I2RS architecture
was design to allow less than the full NETCONF or RESTCONF

val idation. The concept is that the |I2RS routes woul d be vali dat ed
within the 2RS client and sent via a 99.999%reliabl e connection.

In this scenario, the |I2RS Agent would trust the validation that the
I2RS Cient did, and the comunication of the route additions via the
net wor k connecti on.

An experinment regarding this has been done with the ODL code base

updat e of epheneral routes, but additional experinentation needs to

be done prior to finalizing this design. Section 3.4.2 reviews how

this process m ght be done, but nmany open issues exist in

i mpl ementing this "l owvalidation" interface. Wthout additional

experinmentation and prototype code, this type of "lowvalidation"
4.3.2. Wite Error handling

This section reviews |2RS normal error handling and error handling
for rpc with no validation checks.

4.3.2.1. Nor mal val i dati on checks

An | 2RS agent validates an I2RS client’s informati on by exam ning the
fol | ow ng:

0 nessage syntax validation,
o syntax validation for nodes of data nodel,

o referential checks (leafref checks MJST cl auses, and instance
indentifier),

o checks groups of data within a data nodel or groups of data across
dat a nodel s,

O wite access to data,
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o if wite access and values already exist, if 12RS client wite
access i s higher than existing priority.

4.3.2.1.1. Miltiple I2RS dients Wite Sanme Node

Multiple I2RS clients witing to the sanme variable is considered an
“error condition" in the |I2RS architecture
[I-D.ietf-i2rs-architecture], but an |I2RS Agent nust handle this
error condition. Upon nultiple I2RS clients witing, the epheneral
data store allows for priority pre-enption of the wite operation.
Priority pre-enption neans each |2RS client of the epheneral |2RS
agent (netconf server) is associated with a priority. Priority pre-
enption occurs when a I12RS client with a higher priority wites a
node whi ch has been witten by an I2RS client (with the |ower
priority). At this point, the |I2RS agent (netconf server) allows the
wite and provides a notification indication to the notification
publ i cati on/ subscription service.

The | 2RS protocol security requires that each 12RS client has a
identity that has a unique identifier which has one priority and one
secondary identitifer associated it during a wite sequence (singel
wite or multiple group actions (see bel ow).

An 12RS client’s unique identifier is distributed along with valid
roles and a valid priority via exterior nmechanisns (AAA

adm nistrative interface) to the |12RS agent. The secondary
identifier is passed as an opaque neta value in the 12RS C i ent
wite. The exterior mechanism my change the the valid roles and
priority associated with an I2RS client’s identifier. |[|f a change
occurs after the 12RS client data has witten information, the |I2RS
agent nust revaluate the wites associate with this |I2RS client
(including rpcs). The I2RS agent may schedul e this eval uation, but
it should provide the followi ng notifications to the |I2RS client:

| 2RS agent had received change of priority for |12RS client,

| 2RS agent is beginning reevaluation of wites or rpcs associ ated
with the client due to priority change,

| 2RS agent has conpl eted the reval uation due to priority change.
4.3.2.1.2. Miltiple Action Messages
An | 2RS agent receiving nultiple action to wite data within a
nmessage froman | 2RS client nmust validate the data and check to nake

sure this I2RS client has perm ssion and priority to change all the
values. |If one of the values in the nmultiple action nessages fails
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one of these tests, then error handling nust decide what to do with
the rest of the val ues.

Error handling in I 2RS protocol version 1 sinply renmove all changed

nodes and restores the previous values (all-or-nothing). 1In this
case, the short term epheneral values are kept until the nessage is
processed.

Error handling on wites of the epheneral datastore could be
different for nodes that are grouped versus orthogonal. G oup nodes
may need to be all changed or all renoved (all-or-nothing). In

contrast, witing orthogonal data nodes in the sane data nodul e or
bet ween data nodel s need to be added or deleted in sync, but the
wites do not have to be "all-or-nothing."

| 2RS suggests the followi ng are some of the potential error handling
techni ques for nmultiple nessage sent to the |I2RS client:

1. Performall or none: Al operations succeed or none of themwl]I
be applied. This useful when there are nutual dependenci es.

2. Performuntil error: Operations are applied in order, and when
error occurs the processing stops. This is useful when
dependenci es exi st between nul tipl e-nessage operations, and order
is inportant.

3. Performall storing errors: Performall actions storing error
indications for errors. This nethod can be used when there are
no dependenci es between operations, and the client wants to sort
it out.

The initial version of |12SR protocol restricts |2RS protocol
i npl enentations to an "all or nothing" (aka roll-back on error).

Is inportant to reliability of the data store that none of these
error handling for nultiple operations in one nore multiple nessages
cause errors into be insert the |I2RS epheneral data-store.

Di scussion of Current NETCONF/ RESTCONF ver sus

RESTCONF does an atom c action within a http session, and NETCONF has
atomc actions within a commt. These features may be used to
performthese features.

| 2RS processing is dependent on the |I2RS nodel. The |2RS nodel nust

consi der the dependencies within multiple operations work within a
nodel .

Hares & Dass Expi res January 9, 2017 [ Page 20]



I nternet-Draft | 2RS Prot ocol Strawran July 2016

4.3.2.1.2.1. Gouping and Error handling

Yang 1.1 provide the ability to group data in groupings, |eafref
lists, lists, and containers. Gouping of data within a nodel |inks
to data that is logically associated with one another. Data nodels
may | ogi cal group data across nodels. One exanple of such an
association is the association of a static route with an interface.
The concepts of groupings apply to both epheneral and non-epheneral
nodes within a data nodel

4.3.2.1.2.2. Wiy Al -or-Nothing

NETCONF does not support a mandat ed sequencing of edit functions or
wite functions. Wthout this mandated sequences, NETCONF cannot
support partial edits.

RESTCONF has a conpl ete set of operations per nessage. The RESTCONF
patch [I-D.ietf-netconf-yang-patch] could support partial edit
functions per nessages.

Since version 1 of |2RS protocol desires to support NETCONF and
RESTCONF equal Iy, the parti al

4.3.2.1.2.3. Future Error Handling of Multiple Wite Messages

The [I-D.ietf-i2rs-architecture] specifies three types of error
handling for a partial wite operation of orthogonal data:

0O stop-on-error - neans that the configuration process stops when a
wite to the configuration detects an error due to wite conflict.

0 continue-on-error - neans the configuration process continues when
a wite to the configuration detects an error due to wite
process, and error reports are transmtted back to the client
witing the error.

o all-or-nothing - means that all of the configuration process is
correctly applied or no configuration process is applied.
(I'nherent in all-or-nothing is the concept of checking all changes
bef ore appl ying.)

G ouped data nust only use "all-or-nothing."
Future | 2RS protocol versions will mandate "stop-on-error™ handling

or "continue-on-error” handling of nmultiple orthongal actions if a
RESTCONF "patch" like facility is defined for NETCONF
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4.3.2.2. Reduced Validation (Experinental)

Note: It is not clear how reduced validati on works handl es all
failures cases, so inplenmenters are encouraged to experinent and
report results. The authors are concerned about the various failures
scenarios. One authors (Andy Bierman) raises concerns whether this
can work with | ocal configuration.

As descri bed above, in some circunstances the | 2RS client-agent
comuni cati on nmay be consi dered al nost perfect (99.999%, and the
speed of update critical. |In such cases, the operator nmay choose to
have the 12RS client do all the validation within a group and between
groups prior to downl oading the data, and the |12RS agent to sinply
upl oad the data. One nechanisns puts this function in an RPCs

4.3.2.2.1. Reduced Validation RPC (Experinmental)
The "no validation" feature requires:

o operator-applied policy knob enabling this feature;

O rpc in a data nodel with the yang "epheneral -validati on no-check
4.3.3. Data Flows Fromthe | 2RS Agent to |I2RS C i ent

Large data flows can be required by the |I2RS agent to publish |arge
data for protocol state, virtual topologies, events, and
notifications froma routing system
[I-D.ietf-i2rs-pub-sub-requirenents] specify the |I2RS requirenents
for publication of large data flows fromthe |2RS Agent via a

publ i cati on/subscription (aka pub-sub) mechanism The pub-sub
mechani snms has been specified for the "push" service in
[I-D.ietf-netconf-yang-push].

Large data flows can also be required to trace the actions of a
routing system These requirenents are listed in the
[I-D.ietf-i2rs-traceability]. These traceability requirenents

speci fy mandatory fields in the trace I og including an end of nessage
mar ker for a record plus handling of the trace logs. This handling

i ncludes creation of trace logs, limts on trace |logs, trace |og
rotation, and trace log retrieval by syslog [ RFC5424], the pub-sub
mechani smor a |large data push. This |large data push can be a pul
inalarge wite.

Large data flows fromthe |I2RS client also nean that sone of the data

flows fromthe | 2RS Agent may be prioritized over other data flows
(I 2RS-DF-REQ-07). This priorization will be based on what the data
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is, what the operator-applied policy knobs are for reporting, and the
current resource constraints (I2RS-DF-REQ 05).

4.3.4. OAM Constraints
OAM actions in a router may require extra processing, extra nmenory or
data storage, or extra data flows to/fromthe |I2RS agent. The OAM
functions SHOULD not inpact the routing functions so it cannot
performits main task of guiding the traffic. OAM functions nmust be
able to be limted in terns of processing power, nenory, data
storage, or data flows to/from network (12RS-DF REQ 05).

4.3.5. IPFIX for traffic nonitoring
Due to the potentially large data flow the traffic nmeasurnent
statistics generate, these statistics are best handl ed by publication
techni ques within NETCONF or a separate protocol such as IPFIX. In
the future version of the |I2RS protocol nmay desire to support a data
stream out bound fromthe |I2RS Agent to an I2RS client via the |IPFI X
pr ot ocol .

4.4. Yang Changes
The data nodul es supporting the epheneral datastore can use the Yang
nodul e library to describe their datastore. Figure 5 shows the
nodul e |ibrary data structure as found
[I-D.ietf-netconf-yang-1library].

The Proposed changes to Yang for |2RS protocol version 1 are:
O i2rs:version 1;

0 i2rs:transport-nonsecure ok;

0 i2rs:epheneral -validation nocheck

o epheneral true;

o encoding [ XM. | JSON|

0 protocol [RESTCONF | NETCONF]

o protocol-transport [ssh, tls, tcp]

0 transport-ports [ports]
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Si nce epheneral data store, encodi ng nmethods, protocols, protocol
transport, and transport ports are features of the general protocols,
these are not tagged with the "i2rs:" key word.

4.5. Transport Protocol Changes
4.5.1. Secure Protocols

NETCONF' s XM.- based protocol ([RFC6241]) can operate over the
foll ow ng secure and encrypted transport |ayer protocols:

SSH as defined in [ RFC6242],
TLS with X 509 authentication [ RFC7589]

RESTCONF' s XM.- based or JSON [ RFC7158] data encodi ngs of Yang
functions are passed over HITOS with (GET, POST, PUT, PATCH, DELETE
OPTI ONS, and HEAD)

4.5, 2. | nsecur e Protocol

The epheneral database nmay support insecure protocols for infornmation
which is epheneral state which does not engage in configuration. The
i nsecure protocol nust be defined in conjunction with a data nodel or
a subdat a nodel

[ RFC6536] with extensions supporting epheneral, non-secure transport,
and rpcs with no validation checks m ght | ook Iike:

ext ensi on epheneral {
description "if present in a data definition statenent
then the object is considered OK for editing as epheneral data."
}
ext ensi on non-secure-ok {
description "if present in data definition statenent
then the object is considered OK for non-secure transport.”
}
ext ensi on epheneral -val i dati on-nocheck {
description "if present in rpc definition
the data received in the rpc is considered to
not require validation checks.

}

4.6. NETCONF protocol extensions for the epheneral datastore

capabi l i ty-name: epheneral -dat astore

Hares & Dass Expi res January 9, 2017 [ Page 24]



I nternet-Draft | 2RS Prot ocol Strawran July 2016

4.6.

Overvi ew

This capability defines the NETCONF protocol extensions for the
epheneral state. The epheneral state has the follow ng features:

0]

the epheneral data store is a part of the intended configuration
dat astore, applied configuration datastore, and the derived state
store whose conponents are not survive a reboot.

The epheneral capability is signalled as a capability of a |eaf,
groupi ng, a sub-nodule, or nodule that is stored as a feature of
the nodule in the netconf yang nodule library
([I-D.ietf-netconf-yang-library]) used by Yang 1.1 and RESTCONF
and NETCONF.

epheneral data will be noted by an "epheneral" statenent in for a
| eaf, grouping, sub-nodule, or nodule.

The epheneral datastore is never |ocked.

The epheneral data store is one pane of glass that overrides the

| ocal configuration (which is considered one pane of glass) in the
i ntended config based on operator-applied policy knobs (see
section 2.1).

Epheneral data can occur as part of protocol or protocol

i ndependent nodul es. However, epheneral data nodes cannot have
non- epheneral data nodes within the subtree. Epheneral sub-
nmodul es cannot have non-epheneral data nodes within the nodul e.
Epheneral nodul es cannot have non-epheneral sub-nodul es or nodes
within the nodule. Yang 1.1 [I-D.ietf-netnod-rfc6020bi s]
augnented by epheneral state nmust enforce this restriction.
Simlarly, the Yang nmount schema [I-D.ietf-netnod-schema-nount]
must check for this restriction.

Epheneral wites should enforce the normal validation checks,
priority pre-enption error handling if nultiple I2RS clients wite
t he sane data, and "all-or-nothing" error handling for nultiple
actions in a wite for data in groupings or orthogonal data (see
section 3.4). The |I2RS agent should send the |I2RS client
requesting wite the notification of any type of error during the
wite process: failure of normal validation, priority pre-enption
causing failure to wite, nmultiple actions causing failure to
sustain wite (aka all-or-nothing roll-back). [If the |I2RS agent
allows a priority pre-enption of the wite of data nodel val ue by
an I 2RS client (e.g. client 1) of another 12RS client (e.g. client
2), then the |I2RS agent nust send a notification of the |2RS pre-
enption to the previous I12RS client (e.g. client 2).
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4.6. 2.

Epheneral wites as part of an rpc should allow the rpc to skip
normal validation checks if data nodel specifies "epheneral -
val i dati on nocheck;". The rpc which skips the nornmal validation
MUST resol ve the pre-enption wite error handling for any data
being witten without normal validation check, and MJST only al
the data wthin a grouping rather than orthogonal data.

Dependenci es

The foll owi ng are the dependenci es for epheneral support:

0]

0]

4.6. 3.

The Yang definitions specified in section 6.

The Yang nodul es nust support the event notification wite and
read errors as well as data nodel errors.

The followi ng features nust be supported by NETCONF

* Call Hone [I-D.ietf-netconf-call-hone],

* Server Configuratino Module [I-D.ietf-netconf-server-nodel],

* Module library [I-D.ietf-netconf-yang-I|ibrary],

* Publication/Subscription via Push [I-D.ietf-netconf-yang-push],
* Patch [I-D.ietf-netconf-yang-patch],

* syslog yang nodul e (both [ RFC5424] and
[1-D.ietf-netnod-sysl og- nodel ]

Capability identifier

The epheneral -datastore capability is identified by the foll ow ng
capability string: (capability uri)

4.6.4. New Qperations
None
4.6.5. Modification to existing operations

The capability for :epheneral -datastore nodifies the target for
exi sting operations.
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4.6.5.1. <get-config>

The : epheneral -datastore capability nodifies the <edit-config>to
accept the <epheneral > as a target for source, and allows the filters
focused on a particul ar nodul e, subnodul e, or node.

The positive and negative responses renmain the sane.

Exanple - retrieve users subtree from
epheneral dat abase

<rpc nessage-id="101"
xm ns="urn:ietf:parans: xm : ns: netconf: base: 1. 0">
<get -confi g>
<sour ce>
<enphener al - dat ast ore/ >
</ source>
<filter type="subtree">
<top xm ns="http://exanpl e.conf schenma/ 1. 0/thernostat/config">
<desi red-t enp>
</top>
</[filter>
</ get-config>
</rpc>

4.6.5.2. <edit-config>

The : epheneral -datastore capability nodifies the <edit-config> to
accept the <epheneral > as a target for source with filters. The
operations of nerge, replace, create, delete, and renove are
avai |l abl e, but each of these operations is nodified by the priority
wite as foll ows:

<nerge> paraneter is replaced by <nmerge-priority> The current data
is nodified by the new data in a nerge fashion only if existing
data either does not exist, or is owed by a |ower priority
client. |If any data is replaced, this event is passed to the
notification function within the pub/sub and traceability.

<replace> is replaced by <replace-priority> for ephenera

dat astore which replaces data if the existing data is owed by a

| ower priority client. |If data any data is replaced, this event
is passed to the notification function wi thin pub/sub and
traceability for notification to the previous client. The success
or failure of the event is passed to traceabilty.
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<create> - the creation of the data node works as in [ RFC6241]
except that the success or failure is passed to pub/sub and
traceability functions.

<del etion> - the deletion of the data node works as in [ RFC6241]
except event that the success or the error event is passed to the
notiication services in the pub/sub and traceability functions.

<renove> - the renove of the data node works as in [ RFC6241]
except that all results are forwarded to traceabilty.

The existing paraneters are nodified as foll ows:
<target> - add a target of :enpheneral-datastore

<defaul t-operation> -allows only <nerge-priority> or <replace-
priority>

<error-option> - the |2RS agent agent supports only the a"all-or-
not hi ng" equivalent to a "roll back-on-error"” function.

positive response - the <ok> is sent for a positive response
within an <rpc-reply>.

negati ve response - the <rpc-error>is sent for a negative
response within an <rpc-reply>  Note a negative respones nmay
evoke a publication of an event.
4.6.5.3. <copy-config>
Copy config allows for the conplete replacenent of all the epheneral
nodes within a target. The alternation is that source is the
. epheneral datastore with the filtering to match the datastore. The
foll owi ng existing paraneters are nodified as foll ows:
<target> - add a target of :enpheneral-datastore

<error-option> - the |2RS agent agent supports only the a"all-or-
not hi ng" equivalent to a "roll back-on-error” function.

positive response - the <ok> is sent for a positive response
wi thin an <rpc-reply>.

negati ve response - the <rpc-error>is sent for a negative
response within an <rpc-reply>.
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4.6.5.4. <delete-config>

The delete will delete all epheneral nodes out of a datastore. The
target paranmeter nust be changed to all ow : epheneral -datastore. and
filters.

4.6.5.5. <lock> and <unl ock>

Lock and unl ock are not supported with a target of :epheneral -
dat ast ore.

4.6.5.6. <get>

The <get> is altered to allow a target of :epheneral-datastore and
with the filters.

4.6.5.7. <cl ose-session> and <kill -sessi on>

The cl ose session is nodified to take a target of :epheneral -
datastore, Since no | ocks are set, none should be rel eased.

The kill session is nodified to take a target of "epheneral -
datastore. Since no | ocks are set, none should be rel eased.

4.6.6. Interactions with Capabilities

[ RFC6241] defines NETCONF capabilities for witeabl e-running

dat astore, candidate config data store, confirmed commt, roll back-
on-error, validate, distinct start-up, URL capability, and XPATH
capability. |2RS epheneral state does not inpact the witeable-
runni ng data store or the candiate config datastore.

4.6.6.1. witable-running and candi date datastore
The witeabl e-running and the candi date datastore cannot be used in
conjunction with the epheneral data store. Epheneral database
overlays an intended configuration, and does not inpact the witable-
runni ng or candi date data store.

4.6.6.2. confirmed commmt

Confirmed commt capability is not supported for the ephenera
dat ast or e.
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4.6.6. 3. rol | back-on-error

The rol | back-on-error when included with epheneral state allows the
error handling to be "all-or-nothing" (roll-back-on-error).

4.6.6.4. validate

The validation function operates normally with one addition with one
addition for any data handled by an rpc with "epheneral -val i dation
nocheck".

The rpc specifying epheneral -validation nocheck MIUST specify within
t he epheneral data witten by the rpc function the foll ow ng
gr oupi ng:

groupi ng epheneral -val i dati on-not check {
| eaf rpc {
type string rpc-id,
description "rpc wote
t he non-check data";
}
| eaf rpc-seq {
type uint32 rpc-id;
description "sequence nunber of
rpc that wrote non-check data";

leaf client-id {
type uint64 client-id;
description "client identifier
t hat wrote non-checking rpc;"

description "Tracking on rpc with
no val i dation checking so validation
failure can send note to client.";

Hi

If the data validation finds an error in a conponent that was non-

check, the notification should include the data nodul e, subnodule (if
val i d).

(Editor’s note: Initial experinments on this type of rpc for I2RS RIB
routes and I12RS FB-RIB filters will be done before | ETF 96.
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4.6.6.5. Distinct Startup Capability
This NETCONF capability appears to operate to |load wite-able running
config, running-config, or candidate datastore. The epheneral state
does not change the environnent based on this command.

4.6.6.6. URL capability and XPATH capability
The URL capabilities specify a <url> in the <source> and <target>.
The initial suggestion to allow both of these features to work with
epheneral datastore.

4.7. RESTCONF protocol extensions for the epheneral datastore
capabi lity-name: epheneral -dat astore

4.7.1. Overview
This capability defines the RESTCONF protocol extensions for the
epheneral state. The epheneral state has the features described in
t he previous section on NETCONF

4.7.2. Dependencies
The epheneral capabilities have the foll owi ng dependenci es:

o The Yang definitions specified in section 6.

o The Yang nodul es nust support the event notification wite and
read errors as well as data nodel errors.

o The follow ng features nust be supported by RESTCONF
* Call Hone [I-D.ietf-netconf-call-hone],
* Server Configuratino Module [I-D.ietf-netconf-server-nodel],
* Mdule library [I-D.ietf-netconf-yang-Ilibrary],
* Publication/Subscription via Push [I-D.ietf-netconf-yang-push],
* Patch [I-D.ietf-netconf-yang-patch],

* syslog yang nodul e (both [ RFC5424] and
[1-D.ietf-netnod-sysl og- nodel ]
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4.7.3. Capability identifier

The epheneral -datastore capability is identified by the follow ng
capability string: (capability uri)

4.7.4. New Qperations
none
4.7.5. nodification to data resources

RESTCONF nust be able to support the epheneral datstore as a context
with its rules as part of the "{+restconf}/data" subtree. The "edit
collision" features in RESTCONF nust be able to provide notification
to I 2RS read functions or to rpc functions. The "tinestanp” with a
| ast nodified features nmust support the traceability function.

The "Entity Tag" could support saving a client-priority tuple as a
opaque string, but it is inportant that that additions be nade to
restore client-priority so it can be conpared with strings can be
done to determ ne the conparison of two I2RS client-priorities.

4.7.6. Modification to existing operations

The current operations in RESTCONF are: OPTIONS, HEAD, CGET, POST
PUT, PATCH, and DELETE. This section describes the nodification to
t hese exiting operations.

4.7.6.1. OPTIONS changes

The options nethods shoul d be augnented by the
[I-D.ietf-netconf-yang-library] information that will provide an
i ndi cati on of what epheneral state exists in a data nodules, or a
dat a nodul es sub-nodul es or nodes.

4.7.6.2. HEAD changes
The HEAD in retrieving the headers of a resources. It would be
useful to changes these headers to indicate the datastore a node or

subnodul e or nodule is in (epheneral or normal), and allow filtering
on epheneral nodes or trees, subnodul es or nodul e.

4.7.6.3. CET changes
GET nust be able to read fromthe URL and a cont ext

("?cont ext =epheneral"). Simlarly, it is inportant the Get be able
to determne if the context=epheneral.
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4.7.6.4. POST changes

POST nust sinply be able to create resources in epheneral datastores
("cont ext =epheneral ") and i nvoke operations defined in epheneral data
nodel s.

4.7.6.5. PUT changes

PUT nust be able to reference an epheneral nodul e, sub-nodule, and
nodes ("?context=epheneral ").

4.7.6.6. PATCH changes

Pl ain PATCH nust be able to update or create child resources in an
epheneral context ("?context=epheneral") The PATCH for the epheneral
state nmust be change to provide a nerge or update of the original
data only if the client’s using the patch has a higher priority than
an existing datastore’s client, or if PATCH requests to create a new
node, sub-nodule or nodule in the datastore.

4.7.6.7. DELETE changes

The phrase "?cont ext =epheneral” followi ng an elenment will specify the
epheneral data store when deleting an entry.

IN

.7.6.8. Query Paraneters

The query paraneters (content, depth, fields, insert, point, start-
time, stop-tinme, and with-defaults (report-all, trim explicit,
report-all-tagged) nust support epheneral context

(" ?cont ext =epheneral ") described above.

4.7.7. Interactions with Notifications

The epheneral database nust support the ability to publish
notifications as events and the |12RS clients being able to receiving
notifications as Event stream The event error stream processing
shoul d support the publication/subscription nmechani sns for epheneral
state defined in [I-D.ietf-netconf-yang-push].

4.7.8. Interactions with Error Reporting
The epheneral database nust support in RESTCONF nust al so support

passing error information regardi ng epheneral data access over to
RESTCONF equi val ent of the and traceability client.
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5.

Si npl e Ther nost at Mdel

In this discussion of epheneral configuration, this draft utilizes a
sinpl e thernostat nodel with the YANG configuration found in figure
6. The desired-tenp is local configuration node that has an
epheneral The actual tenperature is a derived state node that records
t he actual tenperature of the room

Figure 6 shows two I2RS clients. [12RS client 1 has one connection to
wite the epheneral copy of the desired tenperature at priority 1.
I2RS client 2 wites to the intended configuration with priority 10.

I 2RS client 1 has a second connetion to read the actual tenperature,
and 12RS client 2 also has a second connection to read the actual

t enper at ur e.

The NETCONF exanpl e shows a sinple wite of the epheneral state val ue
over the local configuration

Hares & Dass Expi res January 9, 2017 [ Page 34]



I nternet-Draft | 2RS Prot ocol Strawran July 2016

:Candidate :---:running config i--: start-up
: :desired-tenp (cfg):

+ | dient 1
| |:::::::::
.............................. |
Intended.1111111|1111111111111111111.| —_————————
Config . ’'local config|epheneral "<--| |I12RS |
"desired-tenp|desired-tenp’ <----|Cient 2|
””””””|””””””” —==—=—==—====
e [ oo c
| read-write data
___________________ g
| read only data
______ -
| Actual | ----- | 12RS client 1]
Config true | Config I
| desired- | |
| tenp |::::::::::::::
TR B |
config fal se | derived [------ + | ]
| st at e | —===—=====—=—=====
| actual- |=======|12RS dient 2
| tenp | —==============

Pol i cy Knob 1: Epheneral overwites |ocal config (TRUE)
Pol i cy Knob 2: Updated | ocal config overwite epheneral (FALSE)

Figure 6 - Two I 2RS clients

5.1. YANG dat a nobde
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nodul e thernostat {

| eaf desired-tenmp {
type int32;
config true;
epheneral true;
units "degrees Cel sius";
description "The desired tenperature";

}

| eaf actual -tenp {
type int32;
config fal se;
units "degrees Cel sius";
description "The neasured
tenperature is derived state.

} }
Figure 6 - Sinple thernostat YANG Model

The changes in each step are shown in the figure 7. 1In step 1, the
runni ng configuration desired-tenp is change to 68 degress. |n step
2, the intended configuration value for desired-tenp is updated, and
asynchronously the applied configuration is updated in step 4. The
actual tenperature begins to rise to neet the desired tenperature,
and reaches it in step 4. In step 5 [12RS client 1 update the

i ntended configuration with a desired-tenp=70. 1In step 6 this value
is updated to the applied configuration, and the actual tenperature
begins to rise (actual-tenp = 69). In step 7, the actual tenperature
has reached 70 degrees. In step 8, I12RS Cient 1 renoves the
epheneral state fromthe intended configuration and the | ocal
configuration value is reasserted. In step 9, the intended desired-
tenp is synchronously noved to applied configuration and the actual

t enper at ure drops.
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Step Running Intended Config Applied Config Derived

state
1 desired- act ual -
t enp=68 t enp=65
2 desired- from running act ual -
t enp=68 desi red-tenp t enp=65
tenp = 68
3 Desi r ed Desi r ed Desi r ed Act ual -
t enp=68 t enp=68 t enp=68 t enp=67
4 Desi r ed Desi r ed Desi r ed Act ual -
t enp=68 t enp=68 t enp=68 t enp=68
fromIl 2RS
client 1
Desi r ed Desi r ed Desi r ed Act ual -
t enp=68 t enp=70 t enp=68 t enp=68
Desi r ed Desi r ed Desi r ed Act ual -
t enp=68 t enp=70 t enp=70 t enp=69
Desi r ed Desi r ed Desi r ed Act ual -
t enp=68 t enp=70 t enp=70 t enp=70
I2RS client 1
renoves state
8 Desi r ed Desi r ed Desi r ed Act ual -
t enp=68 t enp=68 t enp=70 t enp=70
9 Desi r ed Desi r ed Desi r ed Act ual -
t enp=68 t enp=68 t enp=68 t enp=68

Fi gure 7

I2RS Cient 1 handle the normal | owering and raising of the

tenperature during different time periods in the day. [2RS dient 2
has the ability for individuals to request the roomwarns up rapidly
to a maxi num of 72 degrees. Figure 8 shows a sinple exanple of the

two clients interaction. Steps 1-6 are the sane as in figure 7. In
step 7, I12RS Cient 2 sets the desired-tenp in the intended
configuration to 72. In step 8, this intended configuration is

passed to the applied configuration and the actual tenperature
reaches 72.
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In step 9, I12RS client 2 renoves its state. The I2RS Cient 1 is
notified of the renoval, and the 12RS Client 1 re-wite the desired
val ue of 70 degrees (desired-tenp=70), and this is passed to the
applied state. The actual tenperature drops to 70 degress (actual -
tenp=70). In step 10, I2RS Cient 1 renoves its epheneral state and
desired-tenp reverts to the | ocal configuration val ue
(desired=tenp=68). This value is installed in applied tenperature
and the actual tenperature goes to 68 (actual -tenp=68.)
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Step Runni ng

from runni ng
desi red-tenp
tenp = 68

froml2rs

I2RS dient 2

| 2RS Pr ot oco

Desi r ed
t enp=68

Desi r ed
t enp=70

Desi r ed
t enp=70

sets
Desi r ed
tenp=72

t enp=68

client
Desi r ed
t enp=68

Desi r ed
t enp=70

t enp=70

St r awman

I ntended Config Applied Config Derived

state

act ual -
t enp=65

act ual -
t enp=65

t enp=67

Act ual -
t enp=68

Act ual -
t enp=69

t enp=70

| 2RS client 2 renpves state

reverts to | 2RS cli ent

Desi r ed
t enp=70

Desi r ed
t enp=70

t enp=70

1 desired-
t enp=68
2 Desi r ed
t enp=68
3 Desi r ed
t enp=68
4 Desi r ed
t enp=68
5 Desi r ed
t enp=68
6 Desi r ed
t enp=68
7 Desi r ed
t enp=68
8 Desi r ed
t enp=68
9 Desi r ed
t enp=68
10 Desi r ed
t enp=68
Figure 8
Hares & Dass

| 2RS client

Desi r ed
t enp=68
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5.2. NETCONF Changes

The NETCONF way of writing the epheneral data to the intended
configuratino would be

<r pc- nessage-i d=101
xm ns="urn:ietf:parans: xn : ns: base: 1. 0">
<edi t-config>
<t arget>
<epheneral >
true
</ epheneral >
</target>
<confi g>
<top xm sns="http:://exanpl e.conl schenma/ 1. 0/thernostat/config>
<desired-tenp> 70 </desired-tenp>
</top>
</config>
</edit-config>
</rpc>

figure 9 NETCONF setting of desired-tenp
5.3. RESTCONF Initial Wite

Figure 10 shows the thernostat nodel has epheneral variabl e desired-
tenmp in the running configuration and the epheneral data store. The
RESTCONF way of addressing is bel ow

RESTCONF epheneral datastore

PUT /restconf/datal/thernostat: desired-tenp?cont ext =ephener al
{"desired-tenp":19 }

Figure 8 - RESTCONF setting of epheneral state
6. Sinple Route Add

In this discussion of epheneral configuration, this draft utilizes
the 12RS RIB data nodel [I-D.ietf-i2rs-rib-data-nodel] where one
client adds an route via a rpc to the |I2RS epheneral data nodel.

Figure 9 shows two I2RS clients. 12RS client 1 wites epheneral
routes with priority 1, and I12RS client 2 wites epheneral routes
with priority 5. 12RS dient 1 and I12RS client can read the |12RS R B
Wth its status of installation. For ease of display the |I2RS client
1 is show as two separate boxes, but these boxes are logically one
client. dient 2 is also shown as two boxes, but has only one box.
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:Candidate :---:running config i--: start-up
: :desired-tenp (cfg):

+-|Adient 1
| |:::::::::
............................ |
Intended_”””’ 11111111111111111.| —_————————
Config . ’'local config|epheneral '<--| |I2RS |
] route | route '<----|Cient 2|
””””””l”””””’ . —==—=======
.............. oo
read-write data
| read only data
| Actual | ----- | 12RS client 1]
Config true | Config I
| route | |
|

kkhkkkhkhkkhkkhhkkhhkhkkhhkkhkkhkkhhkkhkkhhkkikhkhkkhkhkkhhkhkhh*k | ||

config fal se | derived [ ------ +
| Sstate | —==—=—=—=—=—=—==—=====
| route | =======|12RS dient 2
| acti ve | —==—=—=—=—=—=—=—=—=—=—===

Pol i cy Knob 1: Epheneral overwites |ocal config (TRUE)
Pol i cy Knob 2: Updated | ocal config overwite epheneral (FALSE)

Figure 11 - Two I2RS clients

Figure 10 shows the addition of routes to a IPv4 RIB using the rpc-
add route function in the 12RS RIB [I-D.ietf-i2rs-rib-data-nodel].
Step 1 shows the route being configured via netconf as a static
route, and step 2 shows how this static route is installed in the

i ntended configuration. Step 3 shows how this static route is
installed in the applied configuration and the derived status
"installed" is added to the routing devices route table. Step 4
shows how the 12RS Cient 1 adds the sane route with a different next
hop. 1In this exanple, there is only one nexthop per route so the
epheneral route replaces static route configuration and is
synchronously installed in the applied configuration. Due to the
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installation, the "installed" state is recorded in the kernel and

associated with the 12RS RIB route

In step 5, I2RS client 2 adds the same route to the intended
configuration with a different next hop which replaces the route
added by I12RS client 1 because I12RS Client 2 has a higher priority
that client 1.

I2RS client 2 renoves the route. and the I12RS client 1 is
The I2RS client 1 re-wite the route with a
and the applied configuration is updasted.

In step 6,
notified of the renoval
next hop of 192.11.1. 2,

In step 7, the 12RS Cient 1 renoves route and the | ocal
configuration is restored in the intended configuration. The

i ntended configuration sent to applied configuration as part of the
restoration.

Step Running Intended Config Applied Config Derived

state
1 rout e=
128. 2/ 16
next hop=
192.11.1.1
2 rout e= rout e=
128. 2/ 16 128. 2/ 16
next hop= next hop=
192.11.1.1 192.11.1.
3 rout e= rout e= rout e= rout e-
128. 2/ 16 128. 2/ 16 128. 2/ 16 128. 2/ 16
next hop= next hop= next hop= next hop=
192.11.1.1 192.11.1. 192.11.1.1 192.11.1.1
status-installed
| 2RS
client 1
rpc route-add
4 rout e= rout e= rout e= rout e-
128.2/16 128. 2/ 16 128. 2/ 16 128. 2/ 16
next hop= next hop= next hop= next hop=
192.11.1.1 192.11.1.2 192.11.1.2 192.11.1.2
status-installed
fromI2RS client 2
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rout e=

128. 2/ 16
next hop=
192.11. 1.

rout e=

128. 2/ 16
next hop=
192.11. 1.

rout e=

128. 2/ 16
next hop=
192.11.1

Figure 12

6. 1. Portions of 12

Hares & Dass
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rout e= rout e= rout e-
128. 2/ 16 128. 2/ 16 128. 2/ 16
next hop= next hop= next hop=
192.11.1.3 192.11.1.3 192.11.1.3

status-install ed
I2RS Client2 renoves route
and | 2RS agent notifies
I 2RS dient of change.

I2RS client 1 re-wites route.

rout e= rout e= rout e-

128. 2/ 16 128. 2/ 16 128. 2/ 16

next hop= next hop= next hop=

192.11.1.2 192.11.1.2 192.11.1.2
status-install ed

I2RS client 1

renmoves route
| ocal configuration is restored

rout e-

128. 2/ 16
next hop=
192.11.1.1
status-installed

rout e=
128. 2/ 16
next hop=
192.11.1.1

rout e=
128. 2/ 16
next hop=

.1 192.11.1.1

RS YANG dat a npde
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nodul e 12rs-RIB {

nmodul e i2rs-rib {
cont ai ner routing-instance {

list rib-list {

[ist route-list {
key "route-index";
uses route;

groupi ng route {
descri ption
"The common attribute used for all routes;"
uses routeg-prefix;
cont ai ner next hop {
uses next hop;
}

contai ner route-statistics {
| eaf route-state {
type route-state-def;
config fal se; /* operational state */

| eaf route-installed state {
type route-install ed-state def;
config fal se;
}
| eaf route-reason {
type route-reason-def;
config fal se;
}
}
container router-attributes {
uses router-attributes;
}

cont ai ner route-vendor-attributes
uses route-vendor attributes;
}
}

Figure 13 - Sinplified I 2RS Route Model
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6.2. NETCONF Changes
The NETCONF way of writing the epheneral |2RS data woul d be:
(TBD)
Fi gure 14
6.3. RESTCONF Changes

Figure 8 shows the thernostat nodel has epheneral variable desired-
tenp in the running configuration and the epheneral data store. The
RESTCONF way of addressing is bel ow

RESTCONF epheneral datastore
(TBD)
Fi gure 15 - RESTCONF Route change
7. Previously Considered |deas
7.1. A Separate Epheneral Data store

The primary advantage of a fully separate data store is that the
semantics of its contents are always clearly epheneral. It also
provi des strong segregation of |I2RS configuration and operati onal
state fromthe rest of the systemw thin the network el enent

The nost obvi ous di sadvantage of such a fully separate data store is
that interaction with the network el ement’s operational or
configuration state beconmes significantly nore difficult. As an
exanple, a BGP | 2RS use case woul d be the dynamic instantiation of a
BGP peer. Wiile it is readily possible to re-use any defined

groupi ngs from an | ETF-standardi zed BGP nodul e in such an |2RS
epheneral data store’s nodul es, one cannot currently reference state
fromone data store to anot her

For exanple, XPath queries are done in the context docunent of the
data store in question and thus it is inpossible for an | 2RS nodel to
fulfil a "nmust" or "when" requirenent in the BGP nodule in the
standard data stores. To inplenment such a nechani smwould require
appropriate semantics for XPath.
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7.2. Panes of d ass/Overlay

| 2RS epheneral configuration state is generally expected to be

di sjoint from persistent configuration. |In sonme cases, extending
persistent configuration with epheneral attributes is expected to be
useful. A case that is considered potentially useful but problematic

was explored was the ability to "overlay" persistent configuration
wi th epheneral configuration.

In this overlay scenario, persistent configuration that was not
shadowed by epheneral configuration could be "read through”

There were two perceived di sadvantages to this nmechani sm
The general conplexity with managi ng the overlay nmechanismitself.
Consi stency issues with validation should the epheneral state be
| ost, perhaps on reboot. |In such a case, the previously shadowed
persistent state may no | onger validate.
8. | ANA Consi derations
This is a protocol strawman - nothing is going to | ANA
9. Security Considerations
The security requirenments for the |2RS protocol are covered in
[I-D.ietf-i2rs-protocol -security-requirenents]. The security
envi ronnent the | 2RS protocol is covered in
[I-D.ietf-i2rs-security-environnent-reqs]. Any person inplenenting
or deploying the |I2RS protocol should consider both security
requirenents.
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