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Abst r act

Thi s docunent specifies a nechanismfor hosts with any network
connectivity (IPv4d only, IPv6 only, or dual |Pv4/lPv6
connectivity) to run applications of any capability
(1Pv4 only, I1Pv6 only, or dual |Pv4/1Pv6) without any
nodi fication to those applications. It is a generalisation
of a previous experinmental protocol called "Bunp-in-the-APl"
(BI'A) [ RFC3338]. New nechani sm of BIA allows a changeover between
the application layer and the I P comunication |ayers fromlPv4
to IPv6 and vice versa or IPv6 to I Pv4 and vice versa, w thout
requiring those applications to be converted in addressing
capabilities, effectively shielding the application |ayer from
| Pv4 or I Pv6 connectivity. This is considered by the authors to
be one of the essential conditions for the transition to | Pv6
in the Internet to be successful

Status of this Meno

This Internet-Draft is submtted to |ETF in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may al so distribute

wor ki ng docunents as Internet-Drafts. The list of current I|nternet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi mum of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
tine. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."”

This Internet-Draft will expire on June 04, 2011.
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1. Mbdtivation And I ntroduction
1.1 Motivation

It is probably inportant to give a brief analysis first of one of the
bl ocki ng factors w thhol ding the wi de-spread i ntroduction of IPv6 in
order to fully understand why the here proposed BIA is considered an
essential conponent in the unlocking of |Pv6.

At the inception of IPv6 it was - rather naively - presuned that al
parties involved with the Internet would be eager to nmake the
changeover and that the transition woul d happen spontaneously.

It is now quite generally acknow edged that sonme human and commerci a
factors preventing a spontaneous transition have been largely
underestimated. In the transition to IPv6 there are essentially

two parties involved: network providers and end-users.

The benefits of using IPv6 are alnost entirely for the network
providers, while the end-users have only potentially indirect
benefits frombetter network operation. No drive to nake the
changeover shoul d be expected fromthe majority of end-users,

as they have probably little to gain. The network providers can expect
benefits, but they are obviously dependent on the wllingness of their
end-users to make any changeover. The result is sone kind of

deadl ock: no (conmercial) network provider is going to force the
custoners to make the changeover against their will. So making the
transition transparent to the end-user is the key in any transition
to | Pv6. The average end-users are not really aware about what goes on
in the network |ayer, and even if they do, they usually could not care
less. It does not matter much to themif their applications are
comuni cating using | Pv4 or |Pv6. But, while there is no drive to be
expected fromthe end-users for any transition to | Pv6, the vast
majority would not object to the transition on condition they can go
on using their applications as before.

While the first inpression is that applications are not affected

by the changeover on the IP layer fromIPv4 to IPv6, this is
unfortunately not true. The applications are using |IP addresses,

and hence shoul d be capable of dealing with the | onger |Pv6 addresses
when having to conmuni cate over | Pv6.

Expecting all applications to be nmodified to be capable of dealing
with the longer |IPv6 addresses is rather naive. Apart fromthe
"standard" Internet applications with rather good support such as

web browsers, emmil prograns, etc. that can be expected to be | Pv6
enabl ed, there are thousands of other applications, sone of themare
witten by small conpanies (of which sonme may be out of business)

and others are even "hone-nade". For sone applications, |nternet
comunication is only a side-issue, for exanple for registering

and/ or checking for updates, and upgrading to becone |Pv6 conpatible
is probably not a high priority. It is to be expected that a |arge
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proportion of applications will only be nodified to be | Pv6
conpati bl e when | Pv6 usage gets into full swing. And even if the

| Pv6 capabl e new versions of application software are nmade avail abl e,
it is again rather naive to expect all end-users to do the required
updating of all the software on their system

The end-users MAY be willing to accept a changeover to | Pv6, but will
NOT accept that sonme of their applications will no |onger work as
before. Fromthis observation it beconmes obvious that it is

absol utely essential that provisions are standard installed and
enabl ed on any general purpose nachine (the vast majority of systens
connected to the Internet) that is provided for | Pv6 conmunication
and potentially has to run IPv4-only applications to continue
comuni cating as before when conmuni cating using | Pv6. Wiile the
demand for nandatory provisions on every general purpose machi ne
capabl e of communicating using | Pv6 may seema tall order

it should be realized that this approach is nuch nore realistic

t hen expecting all applications to be nade | Pv6 conpati bl e:

conpared to thousands of applications that woul d need conversion
requiring all application developers to follow suit, the nunber of
comuni cation stack inplenmentations on general purpose machines is
very small and is nmade by only a handful of devel opers.

Wi | e sonewhat | ess of an urgent issue, the solution should be
general enough to handle the reverse problemas well: an | Pv6 only
application should be able to communicate on a nachine with |IPv4
only connectivity, or dual |Pv4/1Pv6 connectivity when comunicating
using IPv4d with renote hosts that have IPv4-only connectivity. Wile
this looks like a nove in the wong direction in the context of
transition towards | Pv6, this capability is also inportant to break
t he sl ondown of the devel opnent of |Pv6 conpatible applications,

as described in [RFC2460]. Little effort is being invested into
nmaki ng applications | Pv6 capable, as al nost no nachines currently
have | Pv6 connectivity. BIA allows to using these | Pv6 capable
applications to run on the IPv4 infrastructure, renoving the
practical limtation that |Pv6 applications cannot be used at

this time.

O her practical issues are bl ocking the deploynment of IPv6, such as
the lack of IPv6 support in public access networks, the |lack of rea
auto configuration between |IPv4 and | Pv6 connectivity,
inconpatibility in IPv4/1Pv6 connectivity of hosts, etc. Solutions to
t hese other practical issues are being investigated currently by

t he authors.

1.2 Introduction

The original BIAis an experinental function intended at allow ng |IPv4
only applications on dual stack (dual connectivity) hosts to
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comuni cate over |Pv6 with renote IPv6 only applications. It was al so
only usable in the specific context described.

The proposed BIA is a generalisation of the original concept, allow ng
any mxture of |Pv4/1Pv6 type capable applications to communi cate over
any | Pv4/1Pv6 connections with any |IPv4/|1Pv6 type capable renote
applications. BlIA effectively decoupl es application |Pv4/|Pv6
capability from|Pv4/|1Pv6 connectivity, and all allows |Pv4/|Pv6
inconpatibility between two conmmuni cating applications.

The concept is quite sinple: BIA essentially does internal address
transl ati on where necessary between | Pv4 and | Pv6 addresses in between
the application and the conmuni cation stack; functionally, it can be
conpared to an internal NAT [ RFC3022] between the communi cation stack
and the application |layer. Conceptually BIA is an adaptation |ayer
that needs to be inserted between the application layer and the IP
comuni cation stack as an APl |ayer on top of the native APl functions,
offering the sane APl functions as the native ones to the application
layer. In an optimzed inplenentation, it can probably better be

i mpl emented as an internal nodification to the APl itself.

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [ RFC2119]

Thi s docunent uses terns defined in [ RFC2460], [RFC4213], [RFC2767],
[ RFC3338], and [I-D.draft-huang- behave-rfc3338bi s].

2. Applicability and Rel ated techni ques

The term | Pv4/1Pv6 connectivity will be used, rather than stack, since
it is the connectivity that specifies whether the machi ne can

comuni cate using | Pv4, 1Pv6 or both, and not only the inplenmentation
of the IP stacks inside the nmachine; e.g. a dual stack machi ne has
both I Pv4 and | Pv6 stacks inplenented, but nay have only | Pv4 or |Pv6
network connectivity due to the type of network it is connected to,

or may have to use | Pv6 because the renpte has only | Pv6 connectivity.

2.1 Applicability

The BIA is a nechanismthat should be nandatory installed and enabl ed
on hosts potentially having to run applications with inconpatible

| Pv4/ 1 Pv6 addressing capability regarding to their |Pv4/IPv6 network
connectivity. For exanple, IPv4 only applications that have to

comuni cate over |Pv6; or IPv6 only applications having to comunicate
over |Pv4 only connectivity. It allows an IPv4 only application which
is running on the | ocal host to communicate over |Pv6 w th another

| Pv4/ 1 Pv6 application on another host w thout any nodification
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It is inmportant to note that the nechani sm assunes that the host knows
whether it is connected via dual |1Pv4/1Pv6 connectivity, |IPv4 only
connectivity, or IPv6 only connectivity (this is an inplenentation
issue and will not be discussed here). Table 1 describes the scenarios
of all IPv4/1Pv6 capability types of applications running over al
possi bl e types of host connectivities. Only the situations with

i nconpatibility between application |IPv4/1Pv6 capability and |Pv4/|Pv6
connectivity are |listed.

Sour ce Host Destinati on Host

Fom e e e e oo - o e e e e e oo + o e e e e e oo +
| Appl. Version | Host Connectivity | Network | Host Connectivity |
Fom e e e e oo - o e e e e e oo + o e e e e e oo +
| | Pv4 | | Pv6 | <-1Pv6-> | | Pv6

Fom e e e e oo - o e e e e e oo + o e e e e e oo +
| | Pv4 | | Pv6 | <-1Pv6-> | | Pv4/ | Pv6 |
Fom e e e e oo - o e e e e e oo + o e e e e e oo +
| | Pv6 | | Pv4 | <-1Pv4-> | | Pv4

Fom e e e e oo - o e e e e e oo + o e e e e e oo +
| | Pv6 | | Pv4 | <-1Pv4-> | | Pv4/ | Pv6 |
Fom e e e e oo - o e e e e e oo + o e e e e e oo +
| | Pv4 | | Pv4/ | Pv6 | <-1Pv6-> | | Pv6

Fom e e e e oo - o e e e e e oo + o e e e e e oo +
| | Pv6 | | Pv4/ | Pv6 | <-1Pv4-> | | Pv4

Fom e e e e oo - o e e e e e oo + o e e e e e oo +

Table 1: List all the scenarios treated by Bl A mechani sm
2.2 Rel ated Techni ques

The original BIA nechanismis custom zed for dual stack hosts. BIAis
a mechanismthat is inserted between the socket APl nodul e and the
TCP/ I P nodul e. The main purpose of this mechanismis to make the | Pv4
applications conmunicate with applications that can only conmmuni cate
using I Pv6 (I Pv6 only connectivity and/or | Pv6 only application)

wi t hout any nodification on those | Pv4 applications. This would be
achieved by translating the | Pv4d socket APl functions into | Pv6 socket
APl functions and vice versa.

Bl S nechani sm [ RFC2767] al |l ows host to communicate with other |Pv6
hosts using existing |Pv4 applications. It is also custom zed for dua
stack hosts. The technique uses SIIT [RFC2765] to translate the | Pv4d
traffic into IPv6 traffic and vice versa. However, this mechani sm uses
translator which is inserted between the TCP/IP nodul e and the network
card driver. The limtations of this mechanismare simlar to the SIIT
limtations concerning the IP header translation nmethods. Its

i mpl ementation is also fully dependent on the network interface driver.
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3. Host Configurations using Bl A

Bl A can be installed on three different host configurations regarding
to | Pvd/ 1 Pv6

connectivity:

1. IPv4d only host: only IPv4 connectivity.

2. IPv6 only host: only IPv6 connectivity.

3. IPv4/1Pv6 host: both IPv4 and | Pv6 connectivity.

The connectivity of the local host for comunication with a renpte host

is actual ly decided by several factors:

- The inplenentation of stack(s) in the local (IPv4 only stack, |Pv6
only stack, or dual stack).

- The network connectivity of the local host (IPv4 network connectivity
only, IPv6 network connectivity only, both IPv4 and | Pv6 network
connectivity).

- The connectivity of the rembte machine (IPv4 only connectivity, |Pv6
only connectivity, both IPv4 and | Pv6 connectivity).

This neans that the connectivity of a host, even with dual stack

i mpl ementation, is dynamic: it depends on the network connectivity,
whi ch may change (e.g. a laptop that nay be regularly connected to
di fferent networks over tine) and/or the connectivity of the renote
host .

For exanple a local host may be limted to I Pv6 communication with a
renot e host because it only has an |IPv6 stack inplenented, it may
have a dual stack inplenentation but only |Pv6 network connectivity,
or the renote host nay have only | Pv6 connectivity.

The connectivity of the host will be combined with three possibilities
of application addressing capability.

- IPv4d only application: only IPv4 addressing capability.

- IPv6 only application: only |IPv6 addressing capability.

- I Pv4/1Pv6 application: both IPv4 and | Pv6 addressing capability.

There will be different behavior for Bl A depending on the |ocal host
| Pv4/ 1 Pv6 connectivity as well as the application's |Pv4/lPv6
addressing capability.

- I Pv4 applications comunicating over |Pv4 or |Pv6 applications
comuni cating over |IPv6 are the native situations and do not need
consi deration here; in this case BIA sinply has to perform

no action.
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- For an | Pv4 application that needs to comunicate using |Pv6,
the | Pv4 application's addressing needs to be converted to | Pv6
in order to be transnmitted to the renpte host. The opposite
conversion has to be applied when an | Pv6 application needs to
conmmuni cate over | Pv4.

- For an I Pv6 only application on an | Pv4/IPv6 host comunicating
with an I Pv4/1Pv6 renote host, the mechani sm provides an optiona
feature to make this application able to communi cate over |Pv4 as
well as over IPv6. If this application is trying to communicate
over | Pv4, the application's addressing needs to be converted to
IPv4d in order to be transnmitted to the renote host.

3.1 IPv6 Only Host Architecture Using BIA

| Pv4 applications need | Pv4 connectivity for comunication. BIAis a
nechani smthat enabl es hosts that have to conmunicate using IPv6 to
run | Pv4 applications. Such hosts MJUST have Bl A installed and enabl ed.
Figure 1 shows the architecture of the IPv6 host in which BIA

is installed.

o m m e e e e e e e e e e e e e e e e e em o eeaa— - +
R + |
| | I'Pv4d Applications | |
R + |
| #-[BlA] - mm e o + |
N RO EEEEEEN + |
| ] | Socket APl (1Pv4, |Pv6)| | ]
N R ERRRRREEEEEEEEEELE + |
R R e + |
| o e e e e e e oo + |
| | | Pv6 API | ]
| o e e e e e e oo + |
| | |
| | TCP(UDP) / | Pv6 | ]
| ||
| T + |
o m m e e e e e e e e e e e e e e e e e e em o aeaa— o +

Figure 1. the architecture of | Pv6 only host
In which BIAis installed.

3.2 IPv4 Only Host Architecture Using BIA
| Pv4 only hosts are capable of running | Pv4 applications only. BIA
can be installed on such machines to allow these hosts to run | Pv6

only applications as well. Figure 2 shows the host architecture of
the 1Pv4 host in which BIAis installed.
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o m o e e e e e e e e e e e e e e e e e eem o aeaa— - +
| o e e e e e oo o + |
| | 1Pv6 Applications |

| o e e e e e oo o + |
| #-[BlA] - mm o + |
N R + |
| ] | Socket APl (1Pv4, |Pv6)| | ]
| R REACREEEEEEEEREE + |
R R e + |
R + |
| ] | Pv4 API | |
R + |
| |
| |
| |
| |

Figure 2: the architecture of |IPv4 only host
In which BIAis installed.

3.3 Dual Connectivity Host Architecture Using BIA

[ RFC4213] suggests that dual stack hosts need applications, dua
TCP/ 1 P nmodul es and addresses for both IPv4 and I Pv6. In such hosts,
the BIA will be used only when the received DNS record(s) version is
i nconpatible with the running of the application's |Pv4/lPv6
capability. For exanple, if a dual connectivity host is running an

| Pv4 only application, and this application is going to communicate
with an IPv6 only host, then the nanme resolver will receive the
"AAAA" record for the destination host so that the current
connectivity will be IPv6, and BIAw |l translate the |IPv4 socket

APl functions into |IPv6 socket APl functions and vice versa.

Bl A always will use the APl functions that are conpatible with the
destinati on address. Figure 3 shows a dual connectivity host on which
BIAis installed.
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o m o e e e e e e e e e e e e e e e e e eem o aeaa— - +
R B S + |
| | IPv4 Applications | | I Pv6 Applications |

R B S + |
| +-[BlA] - mm o + |
N RO EE RN + |
| ] | Socket APl (1Pv4, |Pv6)| | ]
N R ERRRREEEEEEEEREELE + |
R R e + |
R R S + |
| ] | Pv4 API | ] | Pv6 API | ]
R R S + |
| | | |
| ] TCP(UDP) / | Pv4 | ] TCP(UDP) / | Pv6 |

| | || ||
R SR SRR U + |
o m m e e e e e e e e e e e e e e e e e em o eeaa— - +

Figure 3: the architecture of dual stack host
In which BIAis installed.
4. BI A Modul es

Li ke BIA, the APl translator in BlIA consists of three nodul es, name
resol ver, address resolver, and functi on mapper

4.1 Nane Resol ver

In general the nane resol ver nodule returns a proper answer in response
to the IPv4 or I Pv6 application's DNS resol ving request. The nanme

resol ver has different behaviors depending on the running

application's IPv4/1Pv6 capability and the |1 Pv4/1Pv6 connectivity.

4.1.1 1Pv4 only application on the |ocal host:

- IPv4 Only Host:
Since this is the native situation, Bl A needs to performno action

- 1 Pv6 Only Host

Thi s behavi or of the name resol ver occurs when an | Pv4 application
needs to comunicate using |Pv6. The application will try to resolve
nanes via the | Pv4 resolver library (e.g. gethostbynanme). BIA wll
call the IPv6 equivalent function (e.g. getnaneinfo) that wll
resolve both "A and ' AAAA" records. If it got 'AAAA" record(s) only,
it requests the address resolver (see below) to assign internal |Pv4
address(es) corresponding to the | Pv6 address(es) of the 'AAAA
record(s), then creates 'A record(s) for the assigned |Pv4
address(es), finally returns the created ' A record(s) of the
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internal address(es) to the IPv4 application. Note that this behavior
is simlar to the nanme resol ver behavior in the Bl A mechani sm but
there are differences in the way internal addresses are assigned and
nmanaged (see address resolver further).

If both 'A" and ' AAAA" records are received, BIAw Il discard the 'A
record(s) as these cannot be used with IPv6, and select only the

" AAAA" record(s).

- 1 Pv4/1Pv6 Host:

The application will try to resolve nanes via the I Pv4 resolver library
(e.g. gethostbynane). BIAw Il call the IPv6 equival ent function (e.g.
getnanei nfo) that will resolve both "A and ' AAAA" records. If it got
"AAAA" record(s) only, it requests the address resolver (see below) to
assign internal |Pv4 address(es) corresponding to the | Pv6 address(es)
of the 'AAAA' record(s), then creates 'A record(s) for the assigned

| Pv4 address(es), finally returns the created '"A record(s) of the
internal address(es) to the IPv4 application. If it got "A record(s)
only, the communication will continue as native |Pv4 conmunication

and Bl A has to do no operation. If both '"A and ' AAAA records are
returned, the conmuni cation can be effected natively using |Pv4 using
the "A" record(s). But as an additional, optional feature, the |IPv4
application can also be allowed to comunicate over |Pv6 with | Pv6
peer(s). In that case, it requests the address resolver (see below) to
assign internal |Pv4 address(es) corresponding to the | Pv6 address(es)
of the 'AAAA' record(s), then creates 'A record(s) for the assigned

| Pv4 address(es), and finally returns both the original 'A for the
renote AND the created 'A" record(s) of the internal address(es) to
the | Pv4 application. This extends the communication capabilities

of the application to cover both IPv4 and | Pv6 conmmunication with

the renote(s).

4.1.2 1 Pv6 Application on the local host:

- IPv6 Only Host:
Since this is the native situation, Bl A needs to performno action

- IPv4 Only Host:

This situation occurs when an | Pv6 application needs to conmuni cate
using | Pv4, the application will try to resolve nanes via the | Pv6
resolver library (e.g. getnaneinfo). BIAw Il call the IPv4 equival ent
function (e.g. gethostbynane). If it got 'A record(s) only, it
requests the address resolver to assign an internal |Pv4-enbedded

| Pv6 address(es) [I-D.draft-ietf-behave-address-format] correspondi ng
to the I Pv4 ddress(es), then creates ' AAAA' record(s) for the

| Pv4- enbedded | Pv6 address(es) and returns these ' AAAA' record(s) to
the | Pv6 application.
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- 1 Pv4/1Pv6 Host:

The application will try to resolve nanes via the I Pv6 resolver library
(e.g. gethostinfo) that will resolve both "A" and ' AAAA'" records. If it
got "A record(s) only, the nane resolver will request the address
resolver to assign internal |Pv4-enbedded | Pv6 address(es) correspondi ng
to the I Pv4 address(es), then creates ' AAAA" record(s) for the

| Pv4- enbedded | Pv6 address(es) and returns these ' AAAA' record(s) to
the application. If it got 'AAAA records only, the communication wll
continue as native |IPv6 comunication, and BIA has to do no operation
If both "A" and ' AAAA' records are returned, the communication can be
effected natively using | Pv6 using the ' AAAA' record(s). But as an
additional, optional feature, the IPv6 application can also be all owed
to comunicate over |Pv4 with IPv4 peer(s). In that case, it requests

t he address resolver to assign internal |Pv4-enbedded | Pv6 address(es),
then creates ' AAAA'" record(s), and finally returns both the origina
"AAAA" for the renmote AND the created ' AAAA' record(s) of the interna
address(es) to the I Pv6 application. This extends the communi cation
capabilities of the application to cover both IPv4 and | Pv6

comuni cation with the renmote(s).

4.1.3 Reverse DNS | ookup

For various reasons, applications may do "pointer" |ookups, i.e. the
application passes the |IP address and expects the host name in return
Bl A shoul d be able to handl e these calls. Wen address translation
(mappi ng or enbeddi ng) was perfornmed on the host | P address, the
application will call with the internal address generated by BIA

The DNS call to resolve the nane shoul d obviously be nade with the
external address that corresponds to the translated address, and the
name returned for the external address needs to be returned to the
application.

4.1.4 Originating without DNS | ookup

Sone applications bypass the DNS | ookup, and use an | P address directly
instead. While often this is bad practice, in sone instances this how
the software is being operated. For an | Pv4 only application naking
such call, if an address nmapping was stored for the supplied |Pv4
address, that mapping can be used. Gtherwise, as no DNS call is made, a
correspondence between |IPv4 and | Pv6 addresses cannot be made by the
name and address resol vers, and comuni cation using inconpatible
application | Pv4 capability and | Pv6 connectivity is inpossible.

But for both for IPv4 and | Pv6 applications, as a last resort, a

"dirty trick" can be attenpted however. Using the |IP address fromthe
application, a "pointer" DNS | ookup can be nade. |If this succeeds,

a forward DNS | ookup can be nmade on the returned nane, which may return
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one or nore addresses of the other type required to establish the
required | Pv4/ 1 Pv6 address relationship. If this trick does not

succeed, communication will be inpossible, unless native comruni cation
is available (IPv4 over |IPv4 connectivity or | Pv6 over |Pv6
connectivity).

It is recommended that address rel ationships can be manual ly entered

in the mapping table for such occurrences. Such address nappings are in
this case external |Pv4-to-external |Pv6 address mappi ngs, and not

rel ati ons between an internal and an external address.

4.2 Address Resol ver

The address resolver is only involved with inconpatibility between
application | Pv4/|1Pv6 capability and host |Pv4/1Pv6 connectivity. The
address resol ver has different behavi or depending on the nane resol ver
and function mapper requests. Like in the original BlIA address napper
the address resolver in BIA naintains a table of the pairs of an
internal |1Pv4 address and an external |Pv6 address in an |IPv6 only
host. These | Pv4 addresses are assigned froman |Pv4 address pool for

i nternal addresses, but the nechanismfor the pool is different here,
as expl ai ned further.

The key difference between Bl A and the BI A nechanismis the ability for
the later to address all kinds of renote host connectivity (i.e. |IPv4
only, IPv6 only and dual |Pv4/IPv6 connectivity). Different addressing
t echni ques are used depending on the rembte host. The sending host has
to take the decision either to map the destination |Pv6 address into an
internal |Pv4 address assigned fromthe | Pv4 address pool, or to enbed
the I Pv4 address into an internal |Pv4-enbedded | Pv6 address. The
Address resol ver in BlIA can recei ve two possi bl e address types-normal |y
after calling the name resol ver and querying the DNS- regarding the
renmote host(s) for that domain nane:

- IPv6 Address: in this case it receives ' AAAA' record(s) and the
address resolver has to map the IPv6 into an internal |Pv4
address(es).

- IPv4 address: in this case it receives 'A record(s) and the address
resol ver has to enbed the | Pv4 address into an internal |Pv6
address(es).

4.2.1 Mapping

This technique is used when an | Pv4 application needs to communi cate
using IPv6. It internally maintains a table of the pairs of |Pv4
address(es) and | Pv6 address(es). The |IPv4 addresses are assigned
froman | Pv4 address pool. These addresses shoul d be reserved from
an unassi gned class A donmain reserved by | ANA to be used by BIA for
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mappi ng purposes (see further). Wen the nane resol ver or the
function mapper requests it to assign an internal |Pv4 address
corresponding to an | Pv6 address, it selects and returns an |Pv4
address out of the pool, and registers a new entry into the table
dynam cally. As in the original BIA the registration occurs in the
foll owi ng two cases:

1. When the nanme resolver gets only an ' AAAA" record for the target
host nane and there is not a mapping entry for the | Pv6 address.

2. When the function mapper gets a socket APl function call fromthe
data received and there is not a mapping entry for the | Pv6 source
address. Address mappings are stored. Wen the address resolver is
called to map an | Pv6 external address into an |IPv4 internal address,
it will first look up the table to check whether there was a previous
mappi ng for that address. If one is found, it will reuse and return
that mapping. If not, it will create a new mappi ng, store that mapping
and return the newy created mappi ng.

4. 2.2 Enbeddi ng

Unlike the original BIA BIA also allows | Pv6 only applications to
comuni cate over |Pv4. Therefore a correspondence between externa
| Pv4 addresses and internal |Pv6 addresses need to be established.
The proposed nethod is "IPv4-in-1Pv6" address enbeddi ng
[1-D.draft-ietf-behave-address-format]. The address resolver is
configured to use one of the methodol ogi es that are described in
[I-D.draft-ietf-behave-address-format] to create an

| Pv4- enbedded | Pv6 address. The new address consists of: Network
Specific Prefix (NSP) (32 bits), the | Pv4 destination address

(32 bits), and finally the suffix (64 bits). Figure 4 denonstrates
the | Pv4-enbedded | Pv6 address structure.

As the real external |Pv4 address is enbedded into the interna

| Pv6 address, no registering is required in this case, as there

is always a uni que correspondence.

| 32 bits | 32 bits | 64 bits |

Figure 4: The structure of |Pv4-enbedded | Pv6 address
4.3 Function Mapper
The function nmapper has different behavi or depending on the host

connectivity. In dual connectivity hosts (IPv4 and | Pv6 connectivity)
the function mapper is used to decide which APl functions to call in
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the current conmunication. It is inportant to note that the Bl A nodul es
will be invoked just if there is an inconpatibility between the running
application and the connectivity type. In case of IPv6 only or |Pv4
only connectivity, the main goal of the function mapper is just like

in original BIA nechanism It is used when conversion is required
fromIPv4d to IPv6 or the other way around between application |ayer

and communi cation stack. In that case it translates the APl functions
used by the application into the APl functions needed for the

conmmuni cation, and vice versa.

In dual connectivity hosts, deciding which APl functions to cal
depends on the address type of the renmote. The following is the
behavi or of the function mapper running on dual connectivity hosts:

1. IPv4d only application comunicating over IPv6: in this case it wll
call the equivalent | Pv6 socket APl functions. The application will use
the |1 Pv4 socket APl to conmunicate with other hosts. Since the
application needs to conmuni cate over |Pv6, the function mapper
intercepts the I Pv4 socket APl functions and calls the equival ent |Pv6
socket APl functions instead.

2. I Pv6 only application conmunicating over |Pv4: in this case it wll
call the equivalent |IPv4 socket APl functions. The application will use
the 1 Pv6 socket APl to conmunicate with other hosts. Since the
application needs to conmuni cate over |Pv4, the function mapper
intercepts the IPv6 socket APl functions and calls the equival ent |Pv4
socket APl functions instead.

5. Behavi or Exanpl es

The foll owi ng sections will describe the behaviors of the hosts and
applications that are listed in table 1
In the following sections, the nmeanings of arrows are as foll ows:
---> A DNS nessage for nanme resolving created by the
Applications and the nanme resolver in the APl translator.
+++> An | Pv4 or | Pv4-enbedded | Pv6 address request to and reply
fromthe address resolver for the nane resol ver and the
function nmapper.
===> Data flow by APl functions created by the applications
and the function mapper in the APl translator
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5.1 IPv4 Only Application, IPv6 Only Connectivity with an | Pv6
Only Peer.
5.1.1 Behavior for IPv4 Only Originator Application on |IPv6 Only Host
Comunicating to | Pv6 Only Peer

When an | Pv4 application sends a DNS query to its nanme server, the nane
resol ver intercepts the query and then creates a new query to resol ve
both "A and ' AAAA" records. Wien only ' AAAA' record(s) is (are)

resol ved, the nane resol ver requests the address resolver to get |Pv4
address(es) corresponding to the | Pv6 address(es) for each | Pv6 address
fromthe ' AAAA' record. The address resolver first |ooks up the table
of stored entries to check if the correspondence was made previously.

If yes,the stored mapping is retrieved and passed to the nanme resol ver.
If not, the address resolver creates a new mapping for an internal |Pv4
address corresponding to the | Pv6 external address, stores the napping,
and returns the mapping to the nanme resolver. The name resol ver, upon
receiving the internal |Pv4 address(es) creates 'A record(s) for the
assigned | Pv4 address(es) and returns these to the application. In
order for the IPv4 application to send |Pv4 packets over |Pv6, it

calls the IPv4 socket APl function. The function mapper detects the API
function call fromthe application. The | Pv6 address is required to

i nvoke the I Pv6 socket APl function, thus the function nmapper requests
the | Pv6 address corresponding for the internal |Pv4 address to the
address resol ver. The address resol ver selects the external destination
| Pv6 address corresponding to the internal |Pv4 address fromthe
nmappi ng table and returns it to the function nmapper. Using this |IPv6
address, the function mapper will invoke the | Pv6 socket APl function
corresponding to the | Pv4 socket APl function received fromthe
application.

When a reply is received, this will come in through the | Pv6 socket API,
and the function mapper requests the address resolver for the |Pv4
address corresponding to the received | Pv6 address. This |Pv4 address

will be used to translate the | Pv6 socket APl function call into the
correspondi ng | Pv4 socket APl function call for the |Pv4 application
Figure 5 illustrates the behavi or described above.
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+-[IPv6 Only Host]----------------- +

| APl Transl ator

| +-------- + - - - - + - - - - + |
e R R + | | Name | |Address | | Function| | +------ ++- - -+
| 1 Pv4| | AP | | | Resolver| |Resolver| | Mapper | | |IPv6 |]|DNS
| App.| | (V4IVB) | | +----|---+ +----|---+ +----|---+ ] |Host || |
Sl I i e e R SR [---------- [---------- [ ----- + |- +

| -
| Resolve IPv4 for host 6] | | |
R > query 'A and ' AAAA'" for host 6 | |
| oo >
|
|

An |1 Pv4 APl function ca

| |

| | |

| | |

| | T RERCETEPTRPEPTE |
| | | | | | |
| | | Req IPv4 | | | |
| | | +++++++++>| | | |
| | | Rep | Pv4 | {Address Mappi ng} |

| | | <+++++++++| | | |
| Reply with "A' record | | | |

DT RERPEEEEEEE TERP s | | | ]
| An | Pv4 APl function call | | | |
| :::::::::::::::::::::::::::::::::::::::::::::>| | |
| | | | Req 1 Pv6 | |

| | | | <+++++++++| | |
| | | {Lookup} |Rep IPv6 | | |
| | | | +++++++++>| | |
| | | | | Pv6 APl function Call
| | | | | :::::::::::>| |
| | | | | | |
| | | | | Pv6 APl function Call
| | | | | <:::::::::::| |
| | | | Req IPv4 |

| | | | <+++++++++| |
| | | {Lookup} | Rep IPv4 | |
| | | | |
| | | |
| |
| |

|
|
|
+++tt S| |
|
|
|

Figure 5: The behavi or of the originator comunicates with | Pv6
Application

5.1.2 Behavior for IPv4 Only Recipient Application on IPv6 Only Host

The | Pv6 originator host that started the comunication to this host
has resol ved the address of this IPv6 host with ' AAAA" record(s)
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through its nane server, and has sent an |Pv6 packet to this IPv6
host. The function mapper requests the internal |Pv4 address
corresponding to the originator's | Pv6 address. The address resol ver
| ooks up the mapping table to check for an entry. If one is found,
it returns the internal |1Pv4 address corresponding to the | Pv6
address. Then the function napper invokes the correspondi ng | Pv4
socket APl function for the |Pv4 application corresponding to the

I Pv6 function. If not, the address resol ver creates a new nmappi ng
for an internal |Pv4 address corresponding to the | Pv6 externa
address, stores the mapping, and returns the mapping to the function
resolver. The renmaining part of the handling is identical to what
was described in 5.1.1. Figure 6 illustrates the behavior described
above.

+-[IPv6 Only Host]----------------- +
| APl Transl ator
|
|
|
|

|
|
| Narre | | Address | | Function| | R +
| Resol ver| | Resol ver| | Mapper | | | 1 Pv6 Only]|
R R I i Sl I | Host |
ERREEE [EEREEEEEEE [EEREEEEEEE | ----- + o] oo
| | 1Pv6 APl function cal

I | Pv4d App I
R
|

|

| | Req 1 Pv4 |
| | <+++++++++|
| { Addr ess Mappi ng}| Rep | Pv4

| | | +++++++++>|
| 1 Pv4 APl function call |

|
|
|
|
|
|
|
| |
Req | Pv6 | |
<ttt |
Rep | Pv6 | |
ottt |
| |
| 1 Pv6 APl function cal
| :::::::::::::::::::>|
|

|

I

| { Addr ess Lookup}
| |
|

|

|

|

Fi gure 6: Behavior of receiving data from|Pv6 host
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5.2 IPv4 Only Application, IPv6 Only Network and Dual Connectivity Peer

5.2.1 Behavior for IPv4 Only Originator Application on |Pv6 Only Host
Comuni cating with Dual Connectivity Host

When an | Pv4 application sends a DNS query to its nanme server, the nane
resol ver intercepts the query and then creates a new query to resol ve
both A and ' AAAA" records. If both 'A and ' AAAA' records are

resol ved, the nane resolver will only select the ' AAAA'" records and
drop the drop the "A" record(s) and requests the address resolver to
assign internal |1Pv4 address(es) corresponding to the | Pv6 address(es).
The renai ning behavior is exactly |like described in 5.1.1.

5.2.2 Behavior for IPv4 Only Recipient Application on IPv6 Only Host
Comuni cating with Dual Connectivity Host

Exactly the same as in section 5.1.2

5.3 IPv6 Only Application, IPv4 Only Connectivity with an | Pv4
Only Peer
5.3.1 Behavior for IPv6 Only Originator Application on |IPv4 Only Host
Comuni cating with I Pv4 Only Host

When an | Pv6 application sends a DNS query to its nane server to
resolve both "A and ' AAAA" records, the nane resol ver intercepts the
query and then creates a new query to resolve only "A record(s),
since it is a IPv4 only host. Wth only 'A" record(s) resolved, the
name resolver requests the address resolver to enbed the |Pv4
address(es) into | Pv6 address(es) using the format described in
section 4.2.2. The nane resol ver creates ' AAAA'" record(s) for the

| Pv4 enbedded | Pv6 address(es) and returns it to the application

In order for the IPv6 application to send | Pv6 packets to IPv4 only
host, it calls the IPv6 socket APl function. The function mapper
detects the APl function call fromthe application. The function
nmapper requires an | Pv4 address to invoke the | Pv4 socket API
function, so it requests the corresponding | Pv4 address to the
address resol ver. The address resol ver extracts the destination

| Pv4 address fromthe | Pv4-enbedded | Pv6 address and returns it to
the function mapper. Using this |Pv4 address, the function mapper
will invoke the I Pv4 socket APl function corresponding to the | Pv6
socket APl function. Wt notice here the address resolver is not
going to save any new records to the mapping table.

When a reply is received, this will conme in through the I Pv4 socket
APl , and the function nmapper requests the address resolver for the
| Pv6 address corresponding to the received | Pv4 address. This | Pv6
address will be used to translate the | Pv4 socket APl function cal
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into the corresponding | Pv6 socket APl function call for the |Pv6
application. Figure 7 illustrates the behavior described above.
+-[IPv4d Only Host]----------------- +
| APl Transl at or
| +-------- + - - - - + - - - - + |
e R R + | | Name | |Address | | Function| | +------ ++- - -+
| 1 Pv6| | AP | | | Resolver| |Resolver| | Mapper | | |IPv4d |]|DNS
| App. | | (VAIVB) | | 4----|=-b domen]omot bemenoet | [Host [
Sl I i e R R SR [---------- [---------- [ ----- S S I S N
| Resolve IPv6 for host 4| | | |
R > query 'A and ' AAAA'" for host 4 | |
| | R RELRCEECTELPPEPEEPEEPOE >
| | | | | | |
| | | Reply with "A' Only |
| | | <o me e >
| | | | | | |
| | | Req IPVv6 | | | |
| | | +++++++++>| | | |
| | {Enbedding} | Rep IPv6 | | | |
| | | <+++++++++| | | |
| Reply with ' AAAA" record]| | | |
TP LEIEPEETEEPREPE | | | |
| An I Pv6 APl function call | | | |
| :::::::::::::::::::::::::::::::::::::::::::::>| | |
| | | | Req I Pv4 | | |
| | | | <+++++++++| | |
| | {Extracting}| Rep | Pv4 | | |
| | | | +++++++++>| | |
| | | | | Pv4 APl function Call
| | | | | :::::::::::>| |
| | | | | | |
| | | | | Pv4 APl function Call
| | | | | <:::::::::::| |
| | | | Req IPv6 | | |
| | | | <+++++++++| | |
| | {Enbeddi ng} | Rep I Pv6 | | |
| | | | +++++++++>| | |
| An IPv6 APl function call | | | |
| <:::::::::::::::::::::::::::::::::::::::::::::| | |

Figure 7: The behavior of the originator comunicates with | Pv4

Application
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5.3.2 Behavior for IPv6 Only Recipient Application on IPv4 Only Host
Comuni cating with I Pv4 Only Host

The | Pv4 originator host has resol ved the address of this |Pv4 host
with "A records through its nanme server, and has sent an |Pv4 packet
to this | Pv4 host. The function mapper requests the | Pv6 address to
the address resolver in order to invoke the | Pv6 socket APl function
to comunicate with the |Pv6 application. The address resol ver enbeds
the | Pv4 address(es) into | Pv6 address(es) using the format descri bed
in section 4.2.2, and returns this address. Then the functi on mapper

i nvokes the corresponding | Pv6 socket APl function for the |Pv6
application corresponding to the | Pv4 function

|
| 1 Pv4 APl function ca

| g ———————_]

+[I1Pv4 Only Host]----------------- +
| APl Transl at or
| +-------- + - - - - + - - - - + |
Foem - + | | Name | | Address | | Function| | R +
| 1Pv6 App | | | Resolver| |Resolver| | Mapper | | | 1 Pv4 Only]|
| I R i iCeI EECE I SO PP |Host |
S B S [---------- [---------- | ----- + R
| | | | 1Pv4 APl function cal
| | | | <:::::::::::::::::::|
| | | Req 1 Pv6 | |
| | <+++++++++| |
| { Enbeddi ng} | Rep IPv6 | |
| | | +++++++++>| |
| 1Pv6 APl function call | |
| <:::::::::::::::::::::::::::::::::::| |
| Reply I Pv6 data to host 4] |
| :::::::::::::::::::::::::::::::::::>| |
| |
Req | Pv4 |
<ttt |
Rep | Pv4 | |
+++tt 4> |
|
|
|

Fi gure 8: Behavior of receiving data from | Pv4 host
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5.4 1 Pv6 Only Application, I1Pv4 Only Network and Dual Connectivity Peer

5.4.1 Behavior for IPv6 Only Originator Application on |IPv4 Only Host
Comuni cating with Dual Connectivity Host

When an | Pv6 application sends a DNS query to its nanme server, the nane
resol ver intercepts the query and then creates a new query to resol ve
"A record(s); no ' AAAA" record(s) are returned, as it is an |Pv4 only
host. Wien 'A'" record(s) is/are resolved, the name resolver wll

request the address resolver to enbed the | Pv4 address(es) into | Pv6
address(es) using the format that is describes in section 4.2.2.

The remai ning processing is as in 5.3.1.

5.4.2 Behavior for IPv6 Only Recipient Application on IPv4 Only Host
Comuni cating with Dual Connectivity Host

Exactly the same as in section 5.3.2
5.5 IPv4 Only Application on Dual Connectivity Host Comunicating to
| Pv6 Only Peer

5.5.1 IPv4 Only Oiginator Application on Dual Connectivity Host
Comuni cating to | Pv6 Only Peer

Exactly the same as in section 5.1.1

5.5.2 IPv4 Only Recipient Application on Dual Connectivity Host
Comunicating to | Pv6 Only Peer

Exactly the same as in section 5.1.2
5.6 I Pv6 Only Application on Dual Connectivity Host Comunicating
to I Pv4 Only Peer

5.6.1 IPv6 Only Oiginator Application on Dual Connectivity Host
Comunicating to | Pv4 Only Peer

Exactly the same as in section 5.3.1

5.6.2 IPv4 Only Recipient Application on Dual Connectivity Host
Comuni cating to | Pv4 Only Peer

Exactly the same as in section 5.3.2
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6. Consi derations

6.1 Socket API Conversion

Thi s docunent uses the socket APl conversion specified in [ RFC3338].
6.2 Address Mappi ng and Enbeddi ng

There are sone considerations as to the choi ce and managenent of the
i nternal addresses:

- For a diversity of reasons, several applications store the addresses
of machi nes they have been communicating with, and check these
addresses on next contact. It is hence inportant that each napping

of external IPv6 to internal |Pv4 addresses is being stored by BIA,
so as to always use the sane internal address for a particular
external address at the next communication. This inplies a very w de
| Pv4 address range avail abl e for mappi ng. The authors propose a

Class A range, naking approxi mately 16Mega addresses avail abl e.

Even that can get exhausted in some cases, so this range shoul d

be suppl emented by a round-robin scheme where,in case of exhaustion

t he mappi ngs that remain unused for the | ongest tine can be reused
for new mappings (not the creation tine, but the last tinme that
nmappi ng was actively used is inportant). It is considered that this
woul d be sufficient in about all operational situations. As this
mappi ng |ist potentially can becone very large, the store/retrieva
nechani sm i npl enentati on shoul d be optinmi zed for speed or it may

i ntroduce unacceptabl e |ong delays. This is an inplenentation issue
however, and will not be dealt with here.

- It is obvious that an | Pv4/|Pv6 correspondence while be frequently
required in the course of a comunication; short tine caching seens
essential to avoid having to | ook up the correspondence again during
the course of a comunication

- A machi ne having both IPv4 and | Pv6 connectivity will be using both
| Pv4 and | Pv6 addresses. To avoid conflicts, it is essential that the
internal addresses used will never be used as an external address.
Oiginal BlIA proposed the use of a limted (256 addresses) range as

a "pool" in an "unassigned" |Pv4 address range. The linmted size (256)
is nmuch too small for operational purposes, even not considering the
requi renent for storing the nappings as described in the previous

par agraph, as a nachine nmay have nore than this nunber of mappi ngs
active concurrently. Taking into account the requirenment for storing
t he mappi ngs, a very |arge range of unassigned addresses is required.
Pl ease refer to section 8 of this docunent.
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6.3 | CMP Message Handling

When an application needs | CMP nessages val ues (e.g., Type, Code,
etc.) sent froma network |ayer, |CWv4 nessage val ues MAY be
translated into | CVWPv6 nessage val ues based on SIIT
[1-D.ietf-behave-v6v4-xlate], and vice versa. It can be inplenented
usi ng raw socket .

6.4 | nplenmentation |ssues
Thi s docunent uses the inplenmentation issues specified in [ RFC3338].
7. Limtations

Thi s nechani sm supports uni cast conmuni cations only. In order to support
mul ticast functions, sone other additional functionalities must be

consi dered in the function mapper nodul e.

Since the I Pv6 socket APl has new advanced features, it is difficult to
transl ate such kinds of |Pv6 socket APls into | Pv4 socket APlIs. Thus,

| Pv6 i nbound comuni cation with advanced features may be di scarded.

It should be noted that the original BlIA assunes the hosts have
conpati bl e network connectivity. The new version of the BIAis
devel oped to support the heterogeneity between connectivity and
applications only, NOT inconpatible network connectivity.

Communi cati on between hosts with inconpatible connectivity

(1Pv4 only connectivity to IPv6 only connectivity, or the other way
around) cannot be handl ed by BI A and other solutions need to be
applied, e.g. protocol translation nechani sns PNAT
[1-D.draft-huang- behave-pnat], NAT64
[1-D.ietf-behave-v6v4-xlate-stateful], or SIIT
[1-D.ietf-behave-v6v4-xlate].

8. | ANA Consi derati ons

The aut hors propose that | ANA reserves one of the few remaining
reserved | Pv4 O ass A ranges specifically to be used in the interna
mappi ng, and nmaking sure this range will never be used for externa
addressing. Wiile giving up one of the precious |last remaining |Pv4
Class A ranges for this purpose seens a big denmand, the authors fee
t hat unbl ocki ng one of the main obstacles in | Pv6 depl oynment
warrants this.

Simlarly, a NSP for the enbedding of IPv4 in internal |Pv6 addresses
shoul d be reserved by I ANA for BIA use, in order to avoid conflicts
with other types of enbedded | Pv6 addresses being used as externa
addresses. This assignnent should not be a big probl em however.
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9. Security Considerations
Thi s docunent uses the security considerations specified in [ RFC3338].
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