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Abst r act

Thi s docunent presents sone observations on "sinple best-effort
traffic, defined | oosely for the purposes of this docunment as
Internet traffic that is not covered by Quality of Service
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nmechani sns, congesti on-based pricing, cost-based fairness, adm ssions
control, or the like. One observation is that sinple best-effort
traffic serves a useful role in the Internet, and is worth keepi ng.
VWiile differential treatnent of traffic can clearly be useful, we
bel i eve such nechani sns are useful as **adjuncts** to sinple best-
effort traffic, not as **replacenments** of sinple best-effort
traffic. A second observation is that for sinple best-effort
traffic, some formof rough flowrate fairness is a useful goal for
resource allocation, where "flow rate fairness" is defined by the
goal of equal flow rates for different flows over the sane path.
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Changes fromdraft-floyd-tsvwy-besteffort-01.txt:
* Added Acknow edgenents, Concl usions, and sone references.
Changes fromdraft-floyd-tsvwy-besteffort-00.txt:

* Added a sentence about peer-to-peer traffic opening many
si mul t aneous connections in a session. From Ti m Shephard.

* Added a di scussion on the control of attacks, flash crowds, and
the like. Feedback from Ti m Shephard.

* Clarified the requirenents of cost-based fairness in terns of the
econom ¢ infrastructure. From feedback from Bob Bri scoe:

* Clarified the definition of sinple best-effort traffic.
Feedback from Bob Bri scoe.

* Added a citation to a paper by Jim Roberts on "Internet Traffic,
QS, and Pricing".

* Added a di scussion of whether either the transport protoco
(TCP vs. UDP) or the application should affect the fairness
goals for sinple best-effort traffic. Added a discussion of the
preci sion of fairness. Feedback fromMtchell Erblich

* Added a sentence to the discussion of byte vs. packet fairness
about the bytes in packet headers. Feedback fromMtchell Erblich

1. Introduction

Thi s docunment gives sone observations on the role of sinple best-
effort traffic in the Internet. For the purposes of this docunent,
we define "sinple best-effort traffic" as traffic that does not
*rely* on the *differential treatment* of flows either in routers or
in policers, enforcers, or other m ddl eboxes al ong the path, and that
does not use adnissions control. W define the term"sinple best-
effort traffic" to avoid unproductive semantic di scussi ons about what
the phrase "best-effort traffic" does or does not include. W note
that our definition of "sinple best-effort traffic" includes traffic
that is not necessarily "sinple", including mechanisnms comopn in the
current Internet such as pairw se agreenents between | SPs, vol une-
based pricing, firewalls, and a wi de range of nechanisns in

m ddl eboxes.

"Sinple best-effort traffic" in the current Internet uses end-to-end
transport protocols (e.g., TCP, UDP, or others), with mnim
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requi renents of the network in terns of resource allocation

However, other inplenentations of sinple best-effort service would be
possi bl e, including those that would rely on Fair Queuei ng or sone

ot her formof per-flow scheduling in congested routers. Qur
intention is to define "sinple best-effort traffic" to include the
dominant traffic class in the current Internet.

In contrast to "sinple best-effort traffic", intserv or diffserv-
enabl ed traffic relies on differential scheduling mechani sns at
congested routers, with packets fromdifferent intserv or diffserv
cl asses receiving different treatnent. Simlarly, in contrast to
"sinple best-effort traffic", cost-based fairness [B0O7] woul d nopst
likely require the deployment of traffic marking (e.g., ECN) at
congested routers, along with policing nmechani snms near the two ends
of the connection providing differential treatnent for packets in
different flows or in different traffic classes. Intserv/diffserv,
cost - based fairness, and congestion-based pricing could also require
nore conpl ex pairw se economnmic rel ationships anong Internet Service
Providers (1SPs), and between end-users and | SPs.

Thi s docunent suggests that it is inportant to retain the class of
"sinple best-effort traffic" (though hopefully augmented by a wi der
depl oyment of other classes of service). Further, this docunent
suggests that sone formof rough flowrate fairness is an appropriate
goal for sinple best-effort traffic. W do not argue in this
document that flowrate fairness is the *only possible* or *only
desirabl e* resource allocation goal for sinple best-effort traffic.
We nmai ntain, however, that it is an appropriate resource allocation
goal for sinple best-effort traffic in the current Internet, evolving
fromthe Internet’s past of end-point congestion control

Thi s docunent was notivated by [B07], a paper on "Fl ow Rate Fairness:
Dismantling a Religion" that asserts in the abstract that "Conmparing
flow rates should never again be used for clainms of fairness in
producti on networks."” This document does not attenpt to be a
rebuttal to [BO7], or to answer any or all of the issues raised in
[BO7], or to give the "intellectual heritage" for flow based fairness
in philosophy or social science, or to commit the authors of this
document to an extended di al ogue with the author of [BO7]. This
docunent is sinply a separate viewpoint on sonme related topics.

2. On Sinple Best-Effort Traffic
This section makes sone observations on the useful ness and

[imtations of the class of sinple best-effort traffic, in conparison
with traffic receiving differential treatnent.

Fl oyd Expires: 19 Novenber 2008 [ Page 4]



| NTERNET- DRAFT SI MPLE BEST EFFORT TRAFFI C May 2008

2.

2.

2.

Fl oyd

1

2.

2.

The Useful ness of Sinple Best-Effort Traffic

We now list sonme useful aspects of sinple best-effort traffic.

M ni mal techni cal demands on the network infrastructure:

Sinple best-effort traffic, as inplenented in the current
Internet, makes mnimal technical demands on the infrastructure.
There are no technical requirenents for scheduling, queue
management or enforcenent nechani sns in routers.

M ni mal demands in terns of econonm c infrastructure:

Sinple best-effort traffic makes nminimal denmands in terns of
econom c infrastructure, relying on fairly sinple pair-w se
econom ¢ rel ati onshi ps anong | SPs, and between a user and their
imediate ISP. 1In contrast, Section 4 discusses sone of the
difficulties in the increnental deploynent of infrastructure for
additional classes of service.

Useful ness in the real world:

Sinple best-effort traffic has been shown to work in the Internet
for the past 20 years, however inperfectly. Sinple best-effort
traffic has supported everything fromsinple file and e-nmil
transfer and web traffic to video and audi o streaning and voi ce
comuni cati ons.

As di scussed bel ow, sinple best-effort traffic is not optinal
However, experience in the Internet has shown that there has been
significant value in the nmechani smof sinple best-effort traffic,
generally allowing all users to get a portion of the resources
while still preventing congestion coll apse.

The Limtations of Sinple Best-Effort Traffic

We now di scuss sonme limtations of sinple best-effort traffic.

Quality of Service (QoS)

Sone users woul d be happy to pay for nore bandw dth, |ess delay, |ess
jitter, or fewer packet drops. It is desirable to accommopdate such
goals within the Internet architecture while preserving a sufficient
amount of bandwi dth for sinple best-effort traffic.

One of the obvious dangers of sinple differential traffic treatnent
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i npl enentations that do not take steps to protect sinple best-effort
traffic would be that the users with nore nobney *coul d* starve users
with less nmoney in tines of congestion. There seens to be fairly

wi despread agreenent that this would not be a desirabl e goal

As a sanple of the range of positions, the Internet Society’'s
Internet 2020 Initiative, entitled "The Internet is (still) for
Everyone", states that "we remain conmitted to the openness that
ensures equal access and full participation for every user"

[ nternet 2020] .

The wi de-rangi ng di scussion of "network neutrality”" in the United
States includes advocates of several positions, including that of
"absol ute non-discrimnation" (with no QS considerations), "limted
di scrimnation without QS tiering" (no fees charged for higher-
quality service), and "limted discrimnation and tiering" (including
hi gher fees allowed for QS) [NetNeutral]. The proponents of
"network neutrality" are opposed to chargi ng based on content (e.g.
based on applications, or the content provider).

As the "network neutrality" discussion nmakes clear, there are many
voi ces in the discussion that woul d disagree with a resource

al l ocation goal of maxim zing the conmbi ned aggregate utility
(advocated in [BO7a]), particularly where a user’s utility is
neasured by the user’s willingness to pay. "You get what you pay
for" ([BO7], page 5) does not appear to be the consensus goal for
resource allocation in the community or in the conmercial or
political realms of the Internet. However, there is a reasonable
agreement that higher-priced services, as an adjunct to sinple best-
effort traffic, can play an inportant role in helping to finance the
Internet infrastructure.

Bri scoe argues for cost-fairness [B0O7], so that senders are nade
accountabl e for the congestion they cause. There are, of course,

di fferences of opinion about how well cost-based fairness could be
enforced, and how well it fits the commercial reality of the
Internet, with [BO7] presenting an optimstic view. Another point of
view, e.g., froman earlier paper by Roberts on "Internet Traffic,
QS, and Pricing", is that "many proposed schenes are overly
concerned with congestion control to the detrinent of the primary
pricing function of return on investnent” [R04].

Wth *only* sinple best-effort traffic, there would be fundanenta
[imtations to the performance that real-time applications could
deliver to users. In addition to the obvious needs for high

bandwi dth, | ow delay or jitter, or |ow packet drop rates, sone
applications would like a fast start-up, or to be able to resune
their old high sending rate after a relatively-long idle period, or
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to be able to rely on a call-setup procedure so that the application
is not even started if network resources are not sufficient. There
are severe linmitations to how effectively these requirenents can be
acconmmodat ed by sinple best-effort service in a congested
environnent. O course, Quality of Service architectures for the
Internet have their own limtations and difficulties, as discussed in
[ RFC2990] and el sewhere. W are not going to discuss these
difficulties further here.

2.2.2. The Avoidance of Congestion Collapse and the Enforcement of
Fai r ness

As di scussed in Section 3.2 below, there are well-known problens with
the enforcenent of fairness and the avoi dance of congestion coll apse
[ RFC2914] with simple best-effort traffic. 1In the current Internet,
end-to-end congestion control is relied upon to deal with these
concerns; this use of end-to-end congestion control essentially
requires cooperation fromend hosts.

2.2.3. Control of Traffic Surges

Sinple best-effort traffic can suffer from sudden aggregate
congestion fromtraffic surges (e.g., Distributed Denial of Service
(DDoS) attacks, flash crowds), resulting in degraded perfornance for
all sinmple best-effort traffic sharing the path. A wi de range of
approaches for detecting and respondi ng to sudden aggregate
congestion in the network have been proposed and used, including deep
packet inspection and rate-limting traffic aggregates. There are
many open questions about both the goals and mechani sms of dealing
with aggregates within sinple best-effort traffic on congested |inks.

3. On FlowRate Fairness for Sinple Best-Effort Traffic

This section argues that rough flowrate fairness is an acceptabl e
goal for sinple best-effort traffic. W do not, however, claimthat
flowrate fairness is necessarily an *optinmal* fairness goal or
resource all ocation nechanismfor sinple best-effort traffic. Sinple
best-effort traffic and flowrate fairness are in general not about
optimality, but instead are about a | ow overhead service (best-effort
traffic) along with a rough, sinple fairness nodel (flowrate
fairness).

Wthin sinple best-effort traffic, it would be possible to have
explicit fairness mechanisns that are inplenented by the end-hosts in
the network (as in proportional fairness or TCP-fairness), explicit
fairness mechani sms enforced by the routers (as in max-nmin fairness
with Fair Queueing), or a traffic class with no explicit fairness
nmechani sns at all (as in the Internet before TCP congestion control).
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Thi s docunent does *not* address the issues about the inplenmentation
of flowrate fairness. |In the current Internet, rough flowrate
fairness is achieved by the fact that *nost* of the traffic in the
Internet uses TCP, and *npbst* of the TCP connections in fact use
conformant TCP congestion control [MAFO5]. However, rough flowrate
fairness could also be achieved by the use of per-flow scheduling at
congested routers [DKS89] [LLSZ96], by related router nmechani sns

[ SSZ03], or by congestion-controlled transport protocols other than
TCP. This docunment does not address the pros and cons of TCP-
friendly congestion control, equation-based congestion contro

[ FHPWO], or any of the myriad of other issues concerning nmechani sns
for approximating flowrate fairness. Le Boudec’s tutorial on rate
adapti on, congestion control, and fairness gives an introduction to
sone of these issues [B0O].

3.1. The Useful ness of Fl ow Rate Fairness

We note that the limtations of flowrate fairness are nany, with a
long history in the literature. W discuss these linitations in the
next section. Wile the benefits of sinple best-effort traffic and
rough flowrate fairness are rarely discussed, this does *not* nean
that benefits do not exist. In this section we discuss the benefits
of flowrate fairness. W note that many of the useful aspects of
sinple best-effort traffic di scussed above also qualify as usefu
aspects of rough flowrate fairness. For sinple best-effort traffic
with rough flowrate fairness, the quote fromWnston Churchill about
denocracy cones to mind: "Denocracy is the worst form of government
except all those other forms that have been tried fromtime to time"
[C&AT7].

M ni mal techni cal demands on the network infrastructure:

First, the rough flowrate fairness for best-effort traffic
provi ded by TCP or other transport protocols makes m nima
techni cal demands on the infrastructure, as TCP s congestion
control algorithns are wholly inplenmented in the end-hosts.
However, mechani sms for *enforcenent* of the flowrate fairness
*woul d* require sonme support fromthe infrastructure.

M ni mal demands in terns of econom c infrastructure:

A system based on rough flowrate fairness for sinple best-effort
traffic nakes m nimal denands in terms of econom c rel ationships
among | SPs or between users and |SPs. 1In contrast, Section 4

di scusses some of the difficulties in the increnental depl oyment
of infrastructure for cost-based fairness or other fairness
mechani sns.

Fl oyd Expires: 19 Novenber 2008 [ Page 8]



| NTERNET- DRAFT SI MPLE BEST EFFORT TRAFFI C May 2008

3.

3.

Useful ness in the real world:

The current system--based on rough flowrate fairness and sinple
best-effort traffic---has shown its usefulness in the real world.

Getting a share of the avail abl e bandw dt h:

A system based on rough flowrate fairness and sinple best-effort
traffic gives all users a reasonable chance of getting a share of
the avail abl e bandwi dth. This seens to be a quality that is much
appreci ated by today’'s Internet users (as di scussed above).

2. The Limtations of Flow Rate Fairness

This section discusses sone of the limtations of flowrate fairness
for sinple best-effort traffic.

2.1. The Enforcenment of Fl ow Rate Fairness

One of the limtations of rough flowrate fairness is the difficulty
of enforcenment. One possibility for inplementing flowrate fairness
woul d be an infrastructure designed fromthe start with a requirenent
for ubiquitous per-flow scheduling in routers. However, when
starting with an infrastructure such as the current Internet with
best-effort traffic largely served by First-In First-Qut (FlIFO
scheduling in routers and a design preference for intelligence at the
ends, enforcement of flowrate fairness is difficult at best.
Further, a transition to an infrastructure that provides actual flow
rate fairness for best-effort traffic enforced in routers would be
difficult.

A second possibility, which is largely how the current Internet is
operated, would be sinple best-effort traffic where nmost of the
connections, packets, and bytes bel ong to connections using simlar
congestion-control mechanisnms (in this case, those of TCP congestion
control), with fewif any enforcenent nechanisns. O course, when
this happens, the result is a rough approximation of flowrate
fairness, with no guarantees that the sinple best-effort traffic wll
continue to be dom nated by connections using simlar congestion-
control nechanisns or that users or applications cannot gane the
systemfor their benefit. That is our current state of affairs. The
good news is that the current Internet continues to successfully
carry traffic for many users. |In particular, we are not aware of
reports of frequent congestion collapse, or of the Internet being
dom nated by severe congestion or intol erable unfairness.
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A third possibility would be sinple best-effort traffic with flow
rate fairness provided by the congestion control nechanisns in the
transport protocols, with some |evel of enforcenent, either in
congested routers, in mddl eboxes, or by other mechani snms [ MBFI PS01]
[ MFO1] [SSz03]. There seens to us to be considerable prom se that

i ncentives anmong the various players (ISPs, vendors, custoners,
standards bodies, political entities, etc.) will align somewhat, and

that further progress will be nmade on the depl oynment of various
enf orcenent nechanisns for flowrate fairness for sinple best-effort
traffic. O course, this is not likely to turninto a fully-

reliabl e and ubi quitous enforcenent of flowrate fairness, or of any
related fairness goals, for sinple best-effort traffic, so this is
not likely to be satisfactory to purists in this area. However, it
may be enough to continue to encourage nbst systens to use standard
congestion control

3.2.2. The Precise Definition of Flow based Fairness

A second linmtation of flow based fairness is that there is seeningly
no consensus within the research, standards, or technical conmunities
about the precise formof flow based fairness that should be desired
for sinple best-effort traffic. This area is very much still in
flux, as applications, transport protocols, and the Internet
infrastructure evol ve

Sone of the areas where there are range of opinions about the desired
goal s for rough flow based fairness for sinple best-effort traffic
i ncl ude the foll ow ng:

* Granularity: What is the appropriate fairness granularity? That

is, for flow based fairness, what is the definition of a '"flow ?
(This question has been explicitly posed in [RFC2309], [RFC2914], and
many ot her places.) Should fairness be assessed on a per-connection
basi s? Should fairness take into account nultiple connections
between a pair of end-hosts (e.g., as suggested by [RFC3124])? |If
congestion control applies to each individual connection, what
controls (if any) should constrain the nunber of connections opened
between a pair of end-hosts? As an exanple, RFC 2616 specifies that
with HTTP 1.1, a single-user client SHOULD NOT maintain nore than two
persi stent connections with any server or proxy [RFC2616] (Section
8.1.4). For peer-to-peer traffic, different operating systens have
different Iimtations on the nmaxi mum nunber of peer-to-peer
connections; Wndows XP Pro has a limt of ten sinultaneous peer-to-
peer connections, Wndows XP Hone (for the client) has a limt of
five, and an OS X client has a limt of ten [P2P].

* RTT-fairness: What is the desired relationship between fl ow
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bandwi dth and round-trip tines, for sinple best-effort traffic? As
shown in Section 3.3 of [FJ92], it would be straightforward to nodify
TCP' s congestion control algorithms so that flows with similar packet
drop rates but different round-trip tines would receive roughly the
same throughput. This question is further studied in [HSMKO8]. It
remai ns an open question what would be the desired relationship

bet ween t hroughput and round-trip tines for sinple best-effort
traffic, particularly for applications or transport protocols using
some form of feedback-based congestion control

* Multiple congested routers: What is the desired relationship

bet ween fl ow bandwi dth and the nunber of congested routers along the
path, for sinple best-effort traffic? 1t is well established that
for TCP traffic in particular, flows that traverse multiple congested
routers receive a higher packet drop rate, and therefore | ower
throughput, than flows with the sane round-trip tine that traverse
only one congested router [F91]. There is also a |ong-standing
debat e between max-min fairness [HE6] and proportional fairness

[ KMT98], and no consensus within the research community on the
desired fairness goals in this area.

* Bursty vs. snooth traffic: What is the desired relationship between
fl ow bandwi dth and the burstiness in the sending rate of the flow?

Is it a goal for a bursty flowto receive the sane average or nmaxi mum
bandwi dth as a flow with a snoboth sending rate? How does the goa
depend on the tinme scale of the burstiness of the flow [K96]? For
instance, a flowthat is bursty on tinme scales of |ess than a round-
trip time has different dynamics than a flowthat is bursty on a tinme
scal e of seconds or m nutes.

* Packets or bytes: Should the rough fairness goals be in terns of
packets per second, or in bytes per second [RFC3714]? And if the
fairness goals are in ternms of bytes per second, does this include
the bandw dth used by packet headers (e.g., TCP and | P headers)?

* Different transport protocols: Should the transport protocol used
(e.g., UDP, TCP, SCTP, DCCP) or the application affect the rough
fairness goals for sinple best-effort traffic?

* Unicast vs. nulticast: Wat should the fairness goal s be between
uni cast and multicast traffic [FD04] [ZOX05]~?

* Precision of fairness: How precise should the fairness goals be?
Is the precision that is possible fromper-flow scheduling the right
benchmark? O, is a better touchstone the rough fairness over
multiple round-trip times achieved by TCP fl ows over FIFO scheduling?
O, is a goal of even nore rough fairness of an order of magnitude or
nore between flows using different transport protocols right?
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There is a range of literature for each of these topics, and we have
not attenpted to cite it all above. Rough flow based fairness for
sinmple best-effort traffic could evolve with a range of possibilities
for fairness in terns of round-trip times, the nunber of congested
routers, packet size, or the nunber of receivers per flow (Further
di scussion can be found in [ RFC5166].)

Fai rness over time:

One issue raised in [BO7] concerns how fairness should be integrated
over tine. For exanple, for sinple best-effort traffic, should |ong
flows receive |l ess bandwidth in bits per second than short flows?

For cost-based fairness or for QoS-based traffic, it seens perfectly
viable for there to be sone scenarios where the cost is a function of
flow or session lifetime. It also seenms viable for there to be some
scenari os where the cost of QoS-enabled traffic is independent of
flow or session lifetime (e.g., for a private Intranet that is
neasured only by the bandwi dth of the access |link, but where any
traffic sent on that Intranet is guaranteed to receive a certain

QS) .

However, for sinple best-effort traffic, the current form of rough
fairness seens acceptable, with fairness that is independent of
session length. That is, in the current Internet, a user who opens a
single TCP connection for ten hours *mi ght* receive the sane average
throughput in bits per second, during that TCP connection, as a user
who opens a single TCP connection for ten m nutes and then goes off-
line. Simlarly, a user who is on-line for ten hours each day

*m ght* receive the sane throughput in bits per second, and pay
roughly the sane cost, as a user who is on-line for ten mnutes each
day. That seens acceptable to us. Oher pricing nmechani sms between
users and | SPs seem acceptabl e al so. The current Internet includes a
wi de range of pricing mechani sms between users and | SPs for best-
effort traffic.

4. On the Difficulties of Increnental Depl oynent

One of the advantages of sinple best-effort service is that it is
currently operational in the Internet, along with the rough flowrate
fairness that results fromthe dom nance of TCP' s congestion control

Wi | e additional classes of service would clearly be of use in the
Internet, the deploynent difficulties of such nmechani sns have been
non-trivial [BO3]. The problem of deploying interlocking changes to
the infrastructure do not necessarily have an easy fix as they stem
in part fromthe underlying architecture of the Internet. As
explained in RFC 1958 on "Architectural Principles of the Internet”:
"Fortunately, nobody owns the Internet, there is no centralized

Fl oyd Expires: 19 Novenber 2008 [ Page 12]



| NTERNET- DRAFT SI MPLE BEST EFFORT TRAFFI C May 2008

control, and nobody can turn it off [RFC1958]." Sone of the
difficulties of making changes in the Internet infrastructure,
including the difficulties inposed by the political and economic
context have been di scussed el sewhere (e.g., [CMB07]). The
difficulty of making changes to the Internet infrastructure is in
contrast to the conparative ease in naking changes in Internet
applications.

The difficulties of deployment for end-to-end intserv or diffserv
mechani sns are wel | -known, having in part to do with the difficulties
of deploying the required economc infrastructure [B03]. It seens
likely that cost-based schenes based on re-ECN coul d al so have a

di fficult depl oynent path, involving the depl oynment of ECN nmarking at
routers, policers at both ends of a connection, and a change in

pai rwi se econonic relationships to include a congestion netric [B07].
Sone infrastructure depl oyment problens are sufficiently difficult
that they have their own working groups in the | ETF [ MBONED] .

5. Related Wrk
5.1. Fromthe | ETF

Thi s section discusses | ETF docunents relating to sinple best-effort
service and flowrate fairness.

RFC 896 on congestion control: Nagle's RFC 896 on "Congestion Contro
in IP/TCP', from 1984, raises the issue of congestion coll apse, and
says that "inproved handling of congestion is now mandatory"

[ RFC896]. RFC 896 was witten in the context of a heavily-| oaded
network, the only private TCP/IP | ong-haul network in existence at
the tinme (that of Ford Mdtor Conpany, in 1984). |In addition to

i ntroducing the Nagle algorithmfor mninizing the transni ssion of
smal | packets in TCP, RFC 896 considers the effectiveness of |CW
Source Quench for congestion control, and comrents that future

gat eways shoul d be capabl e of defending thensel ves agai nst obnoxi ous
or malicious hosts. However, RFC 896 does not raise the question of
fairness between conpeting users or flows.

RFC 2309 on unresponsive flows: RFC 2309, an Informational docunent
fromthe End-to-End Research G oup on "Recomrendati ons on Queue
Management and Congestion Avoidance in the Internet” in 2000,
contains the follow ng recormendation: "It is urgent to begin or
continue research, engineering, and neasurenent efforts contributing
to the design of nechanisns to deal with flows that are unresponsive
to congestion notification or are responsive but nore aggressive than
TCP." [ RFC2309]

RFC 2616 on opening nultiple connections: RFC 2616, the standards
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track docurment for HITP/ 1.1, specifies that "clients that use

persi stent connections SHOULD limt the nunber of sinultaneous
connections that they maintain to a given server" [RFC2616] (Section
8.1.4.).

RFC 2914 on congestion control principles: RFC 2914, a Best Current
Practice docunent from 2000 on "Congestion Control Principles",

di scusses the issues of preventing congestion collapse, naintaining
sone formof fairness for best-effort traffic, and optimzing a
flow s performance in terms of throughput, delay, and loss for the
flowin question. 1In the discussion of fairness, RFC 2914 outlines
policy issues concerning the appropriate granularity of a "flow', and
acknow edges that end nodes can easily open nultiple concurrent flows
to the same destination. RFC 2914 al so di scusses open issues
concerning fairness between reliable unicast, unreliable unicast,
reliable multicast and unreliable nulticast transport protocols.

RFC 3714 on the anorphous problem of fairness: Section 3.3 of RFC
3714, an Informational docunent fromthe I1AB (Internet Architecture
Board) discussing congestion control for best-effort voice traffic,
has a di scussion of "the anorphous problem of fairness", discussing
conplicating i ssues of packet sizes, round-trip times, application-
| evel functionality, and the |ike [ RFC3714].

RFCs on QoS: There is a long history in the | ETF of the devel opnent
of QoS nechanisns for integrated and differentiated services
[ RFC2212, RFC2475].

5.2. From El sewhere

This section briefly mentions sone of the many papers in the
literature on best-effort traffic or on fairness for conpeting flows
or users. [BO7] also has a section on sone of the literature
regarding fairness in the Internet.

Fairness with AIMD: Fairness with AIMD (Additive Increase

Mul tiplicative Decrease) congestion control was studied by Chiu and
Jain in 1987, where fairness is nmaximnm zed when each user or flow gets
equal allocations of the bottleneck bandwi dth [CJ89]. Van Jacobson’s
1988 paper on "Congestion Avoi dance and Control" defined TCP s Al MD
based congestion control mechani sns.

Fair Queueing: The 1989 paper of Fair Queueing by Deners et al
pronmot ed Fair Queuei ng scheduling at routers as providing fair

al l ocation of bandwi dth, |ower delay for |ow bandwidth traffic, and
protection fromill-behaved sources [DKS89].
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Congesti on-based pricing: One of the early papers on congesti on-based
pricing in networks is the 1993 paper on "Pricing the Internet" by
MacKi e- Mason and Varian [MW93]. This paper proposed a "Snart Market"
to price congestion in real time, with a per-packet-charge reflecting
mar gi nal congestion costs. Frank Kelly's web page at [Proportional]
has citations to papers on proportional fairness, including [K97] on
"Charging and Rate Control for Elastic Traffic".

Q her papers on pricing in conmputer networks include [ SCEHI6], which
isin part a critique of some of the pricing proposals in the
l[iterature at the tinme. [SCEH96] argues that usage charges nust
remain at significant levels even if congestion is extrenely | ow

6. Security Considerations

Thi s docunent does not propose any new nmechani snms for the Internet,
and so does not require any security considerations.

7. |1 ANA Consi derations
There are no | ANA considerations in this docunent.
8. Concl usions

Thi s docunent represents the views of the two authors on the rol e of
sinple best-effort traffic in the Internet.
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