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Abstract

Thi s docunment presents a paraneterized timng nodel for Determnistic
Net wor ki ng so that existing and future standards can achi eve bounded
| at ency and zero congestion | o0ss.

Status of This Meno

This Internet-Draft is submtted in full confornmance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I1ETF). Note that other groups nmay al so distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi mum of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on Septenber 6, 2018.
Copyright Notice

Copyright (c) 2018 I ETF Trust and the persons identified as the
docurment authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’s Legal
Provisions Relating to | ETF Docunents
(https://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of

Finn, et al. Expi res Septenber 6, 2018 [ Page 1]



I nternet-Draft Det Net Bounded Lat ency March 2018

the Trust Legal Provisions and are provided w thout warranty as
described in the Sinplified BSD License.

Tabl e of Contents

1. Introduction . 2
2. Conventions Used in ThIS Docunent 3
3. Termnol ogy and Definitions . 4
4. Det Net bounded | at ency nodel 4
4.1. Flow creation . Coe 4
4.2. End-to-end nodel 5
4.3. Relay system nodel . . 5
5. Conputing End-to-end Latency Bounds . 7
5.1. Exanples of Conputations 8
6. Achieving zero congestion |oss 8
6.1. A Ceneral Formula . 8
7. Queuing nodel . . . . 9
7.1. Queuing data nDdeI Coe 9
7.2. | EEE 802.1 Queuing Mdel . . . . 11
7.2.1. Queuing Data Mdel with Preenptlon 11
7.2.2. Transm ssion Sel ection Mdel . 12
7.3. Oher queuing nodels, e.g. IntServ 14
8. Paraneters for the bounded | atency nodel 14
8.1. Sender paraneters . . 14
8.2. Relay system paraneters . 14
9. References . 15
9.1. Normative Rbferences 15
9.2. Informative References 15
Aut hors’ Addresses 17

1. I nt roducti on

The ability for 1ETF Determ nistic Networking (DetNet) or |EEE 802.1
Ti me-Sensitive Networking (TSN) to provide the Det Net services of
bounded | atency and zero congestion | oss depends upon A) configuring
and al l ocati ng network resources for the exclusive use of DetNet/ TSN
flows; B) identifying, in the data plane, the resources to be
utilized by any given packet, and C) the detail ed behavior of those
resources, especially transm ssion queue sel ection, so that |atency
bounds can be reliably assured. Thus, DetNet is an exanple of an

| NTSERV Guar anteed Quality of Service [RFC2212]

As explained in [I-D.ietf-detnet-architecture], DetNet flows are
characterized by 1) a maxi nrum bandw dt h, guaranteed either by the
transmitter or by strict input nmetering; and 2) a requirenent for a
guar ant eed worst-case end-to-end | atency. That |atency guarantee, in
turn, provides the opportunity for the network to supply enough

buf fer space to guarantee zero congestion |l oss. To be of use to the
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applications identified in [I-D.ietf-detnet-use-cases], it nust be
possible to calculate, before the transm ssion of a DetNet flow
commences, both the worst-case end-to-end network | atency, and the
anount of buffer space required at each hop to ensure agai nst
congestion | oss.

Rat her than defining, in great detail, specific nmechanisns to be used
to control packet transm ssion at each output port, this docunent
presents a timng nodel for sources, destinations, and the network
nodes that relay packets. The paranmeters specified in this nodel:

o0 Characterize a DetNet flowin a way that provides externally
measureabl e verification that the sender is conformng to its
prom sed maxi mum can be inplenmented reasonably easily by a
sendi ng devi ce, and does not require excessive over-allocation of
resources by the network.

o Enable resonably accurate conputation of worst-case end-to-end
| atency, in a way that requires as little detail ed know edge as
possi bl e of the behavior of the Quality of Service (QS)
al gorithnms inplenented in each devince, including queuing,
shapi ng, nmetering, policing, and transni ssion selection
t echni ques.

Usi ng the nodel presented in this docunent, it should be possible for
an i nplenmentor, user, or standards devel opnent organi zation to sel ect
a particular set of QoS algorithns for each device in a Det Net
network, and to select a resource reservation algorithmfor that
network, so that those elenents can work together to provide the

Det Net servi ce.

Thi s docunent does not specify any resource reservati on protocol or
server. It does not describe all of the requirenents for that
protocol or server. It does describe a set of requirenments for
resource reservation algorithnms and for QoS algorithns that, if net,
wi Il enable themto work together

2. Conventions Used in This Docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

The | owercase forns with an initial capital "Must™, "Mist Not",
“Shall", "Shall Not", "Should", "Should Not", "May", and "Optional"
in this docunent are to be interpreted in the sense defined in

[ RFC2119], but are used where the normative behavior is defined in
docunent s published by SDOs ot her than the | ETF
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3. Term nol ogy and Definitions

Thi s document uses the terns defined in
[I-D.ietf-detnet-architecture].

4. DetNet bounded | atency nodel
4.1. Flow creation

The bounded | at ency nodel assusnes the use of the foll ow ng paradi gm
for provisioning a particular DetNet flow

1. Performany onfiguration required by the relay systens in the
network for the classes of service to be offered, including one
or nore classes of DetNet service. This configuration is
general; it is not tied to any particular flow

2. Characterize the DetNet flowin terns of limtations on the
sender Section 8.1 and flow requirenents Section 8. 2.

3. Establish the path that the DetNet flow will take through the
network fromthe source to the destination(s). This can be a
poi nt-to-point or a point-to-nultipoint path.

4. Select one of the DetNet classes of service for the DetNet flow

5. Conpute the worst-case end-to-end |atency for the DetNet flow.
In the process, determ ne whether sufficient resources are
avai l able for that flow to guarantee the required | atency and
provi de zero congestion | oss.

6. Assuming that the resources are available, commt those resources
to the flow This may or may not require adjusting the
paraneters that control the QS algorithns at each hop al ong the
flow s path.

Thi s paradi gm can be static and/or dynam c, and can be i npl enented
usi ng peer-to-peer protocols or with a central server nodel. In sone
situations, backtracking and recursing through this list may be
necessary.

| ssues such as un-provisioning a DetNet flow in favor of another when

resources are scarce are not considered. How the path to be taken by
a DetNet flowis chosen is not considered in this docunent.
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4. 2. End-t o- end nodel

[ Suggestion: This is the introduction to network cal culus. The
starting point is a nodel in which a relay systemis a black box.]

4.3. Relay system nodel

[NWF | think that at |east sonme of this will be useful. W won't
know until we see what J-Y has to say in Section 4.2. |1'mespecially
interested in whether J-Y thinks that the "output delay” in Figure 1
is useful in determ ning the nunber of buffers needed in the next

hop. It is possible that we can define the paraneters we need

wi t hout this section.]

In Figure 1 we see a breakdown of the per-hop | atency experienced by
a packet passing through a relay system in terns that are suitable
for conputing both hop-by-hop | atency and per-hop buffer
requirenents.

Det Net relay node A Det Net relay node B
S + S +
| Queue | | Queue |
| +- +- +- + | | +- +- +- + |
-->+ [ | | + S >+ [ | | + +--->
| +- - -+ | | +- - -+ |
I I I I
S + S +
| <----- Sl<--->] <->| <------ >l <----- S| <---3>] <->| <--
2,3 4 5 1 2,3 4 5 1 2,3
1: CQutput del ay 3: Preenption del ay
2: Link del ay 4: Processing del ay
5: Queui ng del ay

Figure 1. Timng nodel for DetNet or TSN

In Figure 1, we see two DetNet relay nodes (typically, bridges or
routers), with a wired |ink between them |In this nodel, the only
gueues we deal with explicitly are attached to the output port; other
gueues are nodeled as variations in the other delay tines. (E. g., an
i nput queue could be nodel ed as either a variation in the |ink del ay
[2] or the processing delay [4].) There are five delays that a
packet can experience fromhop to hop

1. Qutput del ay
The tinme taken fromthe selection of a packet for output froma
gueue to the transm ssion of the first bit of the packet on the
physical link. |[If the queue is directly attached to the physi cal
port, output delay can be a constant. But, in many
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i npl enent ati ons, the queuing nechanismin a forwarding ASIC is
separated froma nulti-port MAC/ PHY, in a second ASIC, by a

mul ti pl exed connection. This causes variations in the output
delay that are hard for the forwardi ng node to predict or control.

2. Link del ay
The tine taken fromthe transm ssion of the first bit of the
packet to the reception of the last bit, assum ng that the
transm ssion is not suspended by a preenption event. This del ay
has two conmponents, the first-bit-out to first-bit-in delay and
the first-bit-in to last-bit-in delay that varies with packet
size. The former is typically nmeasured by the Precision Tine
Protocol and is constant (see [I-D.ietf-detnet-architecture]).
However, a virtual "link" could exhibit a variable |ink delay.

3. Preenption del ay
If the packet is interrupted (e.g. [|EEE8023br] preenption) in
order to transmt another packet or packets, an arbitrary del ay
can result.

4. Processing del ay
This delay covers the time fromthe reception of the last bit of
t he packet to that packet being eligible, if there were no other
packets in the queue, for selection for output. This delay can be
vari abl e, and depends on the details of the operation of the
f orwar di ng node.

5. Queui ng del ay
This is the tine spent fromthe insertion of the packet into a
gqueue until the packet is selected for output on the next |ink.
We assune that this tinme is cal cul able based on the details of the
gueui ng nmechani sm

Not shown in Figure 1 are the other output queues that we presune are
al so attached to that sane output port as the queue shown, and

agai nst which this shown queue conpetes for transm ssion
opportunities.

The initial and final measurenment point in this analysis (that is,
the definition of a "hop") is the point at which a packet is selected
for output. |In general, any queue selection nethod that is suitable
for use in a DetNet network includes a detailed specification as to
exactly when packets are selected for transm ssion. Any variations
in any of the delay tinmes 1-4 result in a need for additional buffers

in the queue. If all delays 1-4 are constant, then any variation in
the tinme at which packets are inserted into a queue depends entirely
on the timng of packet selection in the previous node. |If the
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del ays 1-4 are not constant, then additional buffers are required in
t he queue to absorb these variations. Thus:

o Variations in output delay (1) require buffers to absorb that
variation in the next hop, so the output delay variations of the
previ ous hop (on each input port) nust be known in order to
cal cul ate the buffer space required on this hop.

o Variations in processing delay (4) require additional output
buffers in the queues of that same Detnet relay node. Depending
on the details of the queueing delay (5) calculations, these
vari ations need not be visible outside the DetNet relay node.

5. Conputing End-to-end Latency Bounds

End-to-end | at ency bounds can be conputed using the delay nodel in
Section 4.3. Here it is inportant to be aware that for several
gueui ng nechani sns, the worst-case end-to-end delay is | ess than the
sum of the per-hop worst-case delays. An end-to-end |atency bound
for one detnet flow can be conmputed as

end_to_end | atency_bound = non_queui ng_| atency + queui ng_| atency

The two ternms in the above fornula are conputed as follows. First,
at the h-th hop along the path of this detnet flow, obtain an upper
bound per-hop_non_queui ng | atency[h] on the sum of delays 1, 2, 3,4 of
Figure 1. These upper-bounds are expected to depend on the specific
t echnol ogy of the node at the h-th hop but not on the T-SPEC of this
detnet flow. Then set non_queui ng_ | atency = the sum of per-
hop_non_queui ng_| atency[ h] over all hops h.

Second, conpute queuing_ | atency as an upper bound to the sum of the
gueui ng del ays along the path. The val ue of queuing | atency depends
on the T-SPEC of this flow and possibly of other flows in the
network, as well as the specifics of the queui ng nechani sns depl oyed
along the path of this flow.

For several queuing nechanisns, queuing_latency is |less than the sum
of upper bounds on the queuing delay (5) at every hop. Section 5.1
gi ves such practical conputation exanpl es.

For ot her queui ng nechani sns the only avail abl e val ue of
gueui ng_l atency is the sumof the per-hop queui ng delay bounds. In
such cases, the conmputation of per-hop queuing delay bounds nust
account for the fact that the T-SPEC of a detnet flow is no | onger
satisfied at the ingress of a hop, since burstiness increases as one
flow traverses one detnet node.
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5.1. Exanples of Conputations

[[ JYLB: THI S I S WHERE DETAI LS OF END- TO- END LATENCY COWMPUTATI ON ARE
G VEN FOR PER- FLOW QUEU NG AND FOR TSN W TH ATS] ]

6. Achieving zero congestion |oss

When the input rate to an out put queue exceeds the output rate for a
sufficient length of tine, the queue nust overflow. This is
congestion loss, and this is what determ nistic networking seeks to
avoi d.

6.1. A Ceneral Formul a

To avoi d congestion | osses, an upper bound on the backlog present in
t he queue of Figure 1 nust be conputed during path conmputation. This
bound depends on the set of flows that use this queue, the details of
t he specific queui ng nechani smand an upper bound on the processing
delay (4). The queue nust contain the packet in transm ssion plus
all other packets that are waiting to be selected for output.

A conservative backl og bound, that applies to all systens, can be
derived as foll ows.

The backl og bound is counted in data units (bytes, or words of
mul ti ple bytes) that are relevant for buffer allocation. For every
cl ass we need one buffer space for the packet in transm ssion, plus
space for the packets that are waiting to be selected for output.

Excl udi ng transm ssion and preenption tines, the packets are waiting
in the queue since reception of the last bit, for a duration equal to
t he processing delay (4) plus the queuing delay (5).

Let

o0 nb_classes be the nunber of classes of traffic that nay use this
out put port

o total _in_rate be the sumof the line rates of all input ports that
send traffic of any class to this output port. The val ue of
total _in rate is in data units (e.g. bytes) per second.

o0 nb_input_ports be the nunber input ports that send traffic of any
class to this output port

o nmax_packet | ength be the maxi num packet size for packets of any

class that may be sent to this output port. This is counted in
data units.
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o max_del ay45 be an upper bound, in seconds, on the sumof the
processi ng delay (4) and the queuing delay (5) for a packet of any
class at this ouput port.

Then a bound on the backlog of traffic of all classes in the queue at
this output port is

backl og_bound = ( nb_classes + nb_input_ports ) *
max_packet length + total _in_rate* max_del ay45

7. Queui ng nodel

[[ JYLB: THIS I S WHERE DETAI LS OF END- TO- END LATENCY COVPUTATI ON ARE
G VEN FOR PER- FLOW QUEUI NG AND FOR TSN W TH ATS] ]

7.1. Queui ng data nodel

Sophi sticated QoS nechanisns are available in Layer 3 (L3), see,
e.g., [RFC7806] for an overview. In general, we assune that "Layer
3" queues, shapers, neters, etc., are instantiated hierarchically
above the "Layer 2" queui ng nmechani sns, anmong whi ch packets conpete
for opportunities to be transmtted on a physical (or sonetines,

| ogical) nmedium These "Layer 2 queui ng nmechani sns" are not the
provi nce solely of bridges; they are an essential part of any Det Net
relay node. As illustrated by nunerous inplenentation exanples, the
"Layer 3" sone of nmechani snms described in docunents such as [ RFC7806]
are often integrated, in an inplenmentation, with the "Layer 2"
nmechani snms al so i nplenmented in the same system An integrated node
is needed in order to successfully predict the interactions anong the
di fferent queui ng mechani sms needed in a network carrying both Det Net
fl ows and non-Det Net fl ows.

Figure 2 shows the (very sinple) nodel for the flow of packets
t hrough the queues of an | EEE 802. 1Q bridge. Packets are assigned to
a class of service. The classes of service are mapped to sonme nunber

of physical FIFO queues. |EEE 802.1Q allows a maxi mnum of 8 cl asses
of service, but it is nore common to inplement 2 or 4 queues on nost
ports.
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T V-mme e e oo +
| Cdass of Service Assignnent |
R o e e e - +---+
| | |
+--V--+ +--V--+ +--V--+
| O ass| | A ass| | O ass|
|- o [ 11 ... | n|
| qgueue| | queue| | queue]
+o oo - +- -+ +--+- -+
| | |
L SR V AP LV AU V- -+
| Transm ssi on sel ection |
T T +
|
V

Figure 2: | EEE 802. 1Q Queui ng Model : Data fl ow

Sone rel evant nmechani sns are hidden in this figure, and are perforned
in the "Cass n queue" box:

o Discarding packets because a queue is full.

o Discarding packets marked "yell ow' by a netering function, in
preference to discarding "green" packets.

The d ass of Service Assignnment function can be quite conpl ex, since
the introduction of [IEEE802.1Qci]. In addition to the Layer 2
priority expressed in the 802.1Q VLAN tag, a bridge can utilize any
of the following information to assign a packet to a particular class
of service (queue):

0 |nput port.

0 Selector based on a rotating schedule that starts at regul ar,
ti me-synchroni zed intervals and has nanosecond preci sion.

o MAC addresses, VLAN ID, |IP addresses, Layer 4 port nunbers, DSCP.
(Wrk itens expected to add MPC and ot her indicators.)

o The Class of Service Assignnment function can contain netering and
policing functions.

The "Transmi ssion sel ection"” function decides which queue is to
transfer its ol dest packet to the output port when a transm ssion
opportunity arises.
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7.2. |1 EEE 802.1 Queui ng Model
7.2.1. Queuing Data Mbdel with Preenption

Figure 2 nust be nodified if the output port supports preenption
([ 1 EEE8021Qbu] and [I EEE8023br]). This nodification is shown in
Fi gure 3.

A i A S S A Y A e VAT S S VAR S VA S SN A
| Class|] |Cass| |Cass| |Cass| |Cass| |Cass| |COass| | dass|
| a || b || c || d || e || £ | g || h |
| queue| | queue| | queue| |queue| | queue| | queue| |queue| | queue]
e i T i s e T S S

I I I +-+ I I I I
I I I I I I I I
+-- Voo (2R V--m--- + +V----- (2R (2R (2R V- -+
| I'nterrupted xmt select | | Preenpting xmt select | 802.1
S S S R S +
| | ——====
S Vemmmme oo S S SR Voo +
Preenpti bl e MAC | | Express MAC | 802.3
I Fom e e e + e e e e e - Fom e e e +
| |
S 1 1 +
MAC ner ge subl ayer
Fom oo o m o e +
I
o e e e e e e e e e e o - Vs e e e e e e e e e e e e e e - +
PHY (unaware of preenption)
Fom e Fom e e +
|
V

Figure 3: | EEE 802. 1Q Queuing Model: Data flow with preenption

From Figure 3, we can see that, in the | EEE 802 nodel, the preenption
feature is nodel ed as consisting of two MAC/ PHY stacks, one for
packets that can be interrupted, and one for packets that can
interrupt the interruptible packets. The C ass of Service (queue)
determ nes whi ch packets are which. |In Figure 3, the classes of
service are marked "a, b, ..." instead of with nunbers, in order to
avoid any inplication about which nuneric Layer 2 priority val ues
correspond to preenptible or preenpting queues. Although it shows
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t hree queues going to the preenptible MAC/ PHY, any assignnent is
possi bl e.

7.2.2. Transm ssion Sel ecti on NMbdel

In Figure 4, we expand the "Transm ssion sel ection"” function of
Fi gure 3.

Figure 4 does NOT show the data path. It shows an exanple of a
configuration of the | EEE 802.1Q transni ssion sel ection box shown in
Figure 2 and Figure 3. Each gqueue mpresents a "C ass m Ready"
signal. These signals go through various logic, filters, and state
machi nes, until a single queue’s "not enpty" signal is chosen for
presentation to the underlying MAC/ PHY. When the MAC/PHY is ready to
t ake anot her output packet, then a packet is selected fromthe one
gueue (if any) whose signal manages to pass all the way through the
transm ssi on sel ection function.
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S e + H----- + H----- + H----- + H----- + H----- + H----- + H----- +
| dlass|] |Cass| |Cass| |Cass| |Cass| |Cass| |COass| | dass|
| 1 o || 4| 511 6 1 7 11 2 1] 38|
| Ready| | Ready| | Ready| | Ready| | Ready| | Ready| | Ready| | Ready|
Foodtoot Aot Ao - XK A -t oo A - oo -t

| | | | | | |
| +--Voot -Vt oo+ - V-4 +--V--+ +--V--+
| | Prio.| |Prio.| |Prio.| |Prio.| | | Sha- | | Sha- |
| | o || 4 || 5 || 6| | | per| | per|
| | PFC| | PFC| | PFC | | PFC | | | A | | B |
| oo -+ oo oo+ - XK+ - XK+ | +- - +- -+ - XXX+
| | | | |
A i A T S i T VARE S S VAR S
[Time | |Time | |Tine | |Time | |Tine | |[Time | |Time | |Tine |
| Gate| | Gate| | CGate| | Gate| | Gate| | Gate| | Gate|l | CGate]
|1 o1l 4 11 5 11 6 |1 7 [ 21 3|
Footot - XX Aot e - A XK Ao - XKt - -+
| | |
S RV A S SRS Veooooon +- -+

| 802. 1Q Enhanced Transm ssion |
| Selection (ETS) = Wi ghted
| Fair Queuing (WQ

Hom e m oo o Fom e XK - - - - +- - +
|
E R A S R S R S R S R VS S R +- -+
| Strict Priority selection (rightnost first)
+- XXK---- - - +o e e - - +o e e - - +o e e - - +o e e - - +o e e - - +- e e - - +- -+
|
Vv

Figure 4: 802.1Q Transm ssion Sel ection
The foll ow ng expl anatory notes apply to Figure 4
o The nunbers in the "C ass n Ready" boxes are the values of the
Layer 2 priority that are assigned to that C ass of Service in
this exanple. The rightnost CoS is the nost inportant, the
| eftnmost the least. Classes 2 and 3 are nmade the nost inportant,
because they carry DetNet flows. It is all right to nake them
nore inportant than the priority 7 queue, which typically carries
critical network control protocols such as spanning tree or |1S-1S,
because the shaper ensures that the highest priority best-effort
gqueue (7) will get reasonable access to the MAC/ PHY. Note that
Class 5 has no Ready signal, indicating that that queue is enpty.

Bel ow t he O ass Ready signals are shown the Priority Flow Control
gates (I EEE Std 802. 1Qob-2011 Priority-based Fl ow Control, now
[ EEEB021Q cl ause 36) on C asses of Service 1, 0, 4, and 5, and
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two 802.1Q shapers, A and B. Perhaps shaper A conforns to the

| EEE Std 802. 1Qav-2009 (now [| EEE8021Q clause 34) credit-based
shaper, and shaper B confornms to [I EEEB021Qcr] Asynchronous
Traffic Shaper. Any given O ass of Service can have either a PFC
function or a shaper, but not both.

0 Next are the IEEE Std 802.1Qbv tinme gates ([|EEE8021Cbv]). Each
one of the 8 Classes of Service has a tinme gate. The gates are
controlled by a repeating schedule that restarts periodically, and
can be programmed to turn any conbination of gates on or off wth
nanosecond precision. (Al though the inplenentation is not
necessarily that accurate.)

o Following the tinme gates, any nunber of C asses of Service can be
linked to one ore nore instances of the Enhanced Transm ssion
Sel ection function. This does weighted fair queuing anong the
menbers of its group

o Afinal selection of the one queue to be selected for output is
made by strict priority. Note that the priority is determ ned not
by the Layer 2 priority, but by the Cass of Service.

0 An "XXX" in the |ower margin of a box (e.g. "Prio. 5 PFC
i ndi cates that the box has bl ocked the "C ass n Ready" signal.

o | EEE 802.1Qch Cyclic Queuing and Forwardi ng [| EEE802. 1Qch] is
acconpl i shed using two or three queues (e.g. 2 and 3 in the
figure), using sophisticated time-based schedules in the O ass of
Servi ce Assignnent function, and using the | EEE 802. 1Qbv tine
gates [| EEE8021Cbv] to swap between the output buffers.

7.3. Oher queuing nodels, e.g. IntServ

[[NWF More sections that discuss specific nodel s]]
8. Paraneters for the bounded | atency nodel
8.1. Sender paraneters

8.2. Relay system paraneters

[[NWF This section tal ks about the paranters that nust be passed hop-
by-hop (T-SPEC? F-SPEC?) by a resoure reservati on protocol.]]
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