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Abstract

The high link speed (100Gb/s) in Data Centers (DC) are nmaking network
transfers conplete faster and in fewer RTTs. The short data bursts
requires low |l atency while |longer data transfer require high

t hroughput. This docunment describes the current state of flow
control and congestion handling in the DC usi ng ROCEv2 and suggests
new directions for faster congestion control.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I1ETF). Note that other groups may al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi mum of six nonths
and nmay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on Septenber 11, 2019.
Copyright Notice

Copyright (c) 2019 I ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

Thi s docunent is subject to BCP 78 and the I ETF Trust’s Legal
Provisions Relating to | ETF Docunents
(https://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent rmnust
include Sinplified BSD License text as described in Section 4.e of
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the Trust Legal Provisions and are provided w thout warranty as
described in the Sinplified BSD License.
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1. | nt roducti on

The high link speed (100Gb/s) in Data Centers (DC) are nmaki ng network
transfers conplete faster and in fewer RTTs. Network traffic in a
data center is often a mx of short and long flows, where the short
flows require low latencies and the long flows require high

t hroughputs. [RFC8257] titled Data Center TCP (DCTCP): TCP
Congestion Control for Data Centers is an Informational RFC that
extends the Explicit Congestion Notification (ECN) [RFC3168]
processing to estimate the fraction of bytes that encounter
congestion, DCTCP then scales the TCP congesti on wi ndow based on this
estimate. DCTCP does not change the ECN reporting in TCP. Oher ECN
notification nmechanisnms are specified for RTP in [ RFC6679] and for
QUCI[I-Dietf-quic-transport]. The ECN notification are reported
fromthe end receiver to the sender and the notification includes
only the occurrence of ECN in the TCP case and the nunber of ECN

mar ked packet for RTP and QU C. Wat is comon for TCP, RTP and QU C
is that the switches in the mddle just nonitor and report while the
anal ysis and the rate control are done by the data sender.

In Data Centers the InfiniBand Architecture (1 BA) offers a rich set
of 1/0O services based on an RDVA access nethod and nessage passing
semantics. RDVA over Converged Ethernet (RoCEv2) [RoCEv2] is using
UDP as the transport for RDMA. RoCEv2 Congesti on Managenent (RCM
provi des the capability to avoid congestion hot spots and optim ze
the throughput of the fabric. RCMrelies on the Link-Layer Flow
Control | EEE 802. 1Qbb(PFC) to provide a | ossless network. RoCEv2
Congesti on Managenent (RCM use ECN [ RFC3168] to signal the congestion
to the destination. The ECN notification is sent back fromthe
receiver to the data sender using RoCEv2 Congestion Notification
Packet (CNP) that notifies the sender about ECN nmarked packets. The
rate reduction by the sender as well as the increase in data
injection is left to the inplenentation.
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2.

Conventi ons

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119] [RFC3174]

Pr obl em st at enent

The congestion control using ECN in the DC is done between the

recei ver and the sender. The network measures the traffic and
infornms the receiver about problens by the ECN bit. The Receiver
wll send to the Sender in the RoOCEv2 case, a CNP nessage and the
sender adapts by reducing the rate. The sender reduces the rate
based on pre-defined policy. The sender has also a policy about when
to start sending at a higher rate and by how nuch to increase the
traffic. In the DC network when |latency and high transfer rate is
inportant there is a need to define a congestion response nechani sm
that will be optimzed for the DC network. The behavior of the
sender on congestion is not specified by RoCEV2.

This type of congestion managenent is re-active. The high |ink speed
in the DC (100Gb/s) are making network transfers conplete faster and
in fewer RTTs; allocating flows their proper rates as quickly as
possi bl e becones a priority. The convergence tine nmust becone a
primary nmetric for congestion control in high speed networKks.

A pro-active direction will provide nore information to the sender
about the congestion that can be used to optim ze the congestion
response allowing the network to adapt faster to the changes in the
traffic conditions. This information should be available to the
sender to allow fast response (RTT or | ower).

The entity that measures the congestion is the switch in the network.
Currently it just notifies about congestion to the receiver (ECN)

may drop packets (the receiver may use | EEE 802. 1Qbb to provide a

| ossl ess network). The receiver NIC inforns the sender about the
ECN, the sender will analyze, control and execute an action to
address the congesti on based on sone predefined policy.

The requirenment is to allow the network to control the traffic
instead of the end points. The proposal is to allow the network to
anal yze the congestion and informthe sender (QPSource in terns of
ROCEv2)) how to handl e the congestion when in the transport |ayer
(directly to the data sender). |In the case of RoCEV2 as the
transport protocol can be a new Congestion Notification Message.
This requires a new nessage fromthe network to the sender (backward
notification). The proposed solution for the DC should only be
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depl oyed in an intra-data-center environnment where both endpoints and
the switching fabric are under a single adm nistrative domain.

4. Security Considerations
TBD

5. | ANA Consi derations
No | ANA action
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