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Abstract

The traditional hierarchical structure of cellular netwrks has |ed
to depl oynent nodels which are heavily centralized. Mobility
managenent with centralized nobility anchoring in existing

hi erarchi cal nobile networks is quite prone to suboptiml routing and
issues related to scalability. Centralized functions present a
single point of failure, and inevitably introduce |onger delays and
hi gher signaling | oads for network operations related to nobility
managenent. To nake matters worse, there are nunmerous variants of
Mobile IP in addition to other protocols standardi zed outside the

| ETF, making it much nore difficult to create econom cal and

i nteroperable solutions. In this docunent we exam ne the problens of
centralized nobility managenent and identify requirenents for

di stributed and dynam c nobility managenent.
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1

I nt roducti on

In the past decade a fair nunber of nobility protocols have been
standardi zed. Although the protocols differ in terns of functions
and associ ated nessage format, we can identify a few key common
features:
presence of a centralized nmobility anchor providing gl obal
reachability and an al ways-on experience;

extensions to optim ze handover perfornmance while users roam
across wreless cells;

extensions to enable the use of heterogeneous wreless interfaces
for multi-node termnals (e.g. cellular phones).

The presence of the centralized nobility anchor allows a nobile
device to be reachable when it is not connected to its honme domai n.
The anchor point, anong ot her tasks, ensures reachability of
forwardi ng of packets destined to or sent fromthe nobile device.
Most of the deployed architectures today have a small nunber of
centralized anchors managing the traffic of mllions of nobile
subscri bers. Conpared with a distributed approach, a centralized
approach is likely to have several issues or limtations affecting
performance and scal ability, which require costly network

di mensi oni ng and engi neering to resol ve.

To optim ze handovers fromthe perspective of nobile nodes, the base
protocol s have been extended to efficiently handl e packet forwarding
bet ween the previous and new poi nts of attachnment. These extensions
are necessary when applications inpose stringent requirenents in
terms of delay. Notions of l|localization and distribution of |ocal
agents have been introduced to reduce signaling overhead.
Unfortunately today we witness difficulties in getting such protocols
depl oyed, often | eading to sub-optimal choices.

Moreover, the availability of multi-node devices and the possibility
of using several network interfaces sinultaneously have notivated the
devel opment of nore new protocol extensions. Deploynment is further
conplicated with so many extensi ons.

Mobi l e users are, nore than ever, consum ng |Internet content; such
traffic i nposes new requirenents on nobile core networks for data
traffic delivery. When the traffic demand exceeds avail abl e
capacity, service providers need to inplenent new strategi es such as
selective traffic offload (e.g. 3GPP work itens LIPA/ SIPTO through
alternative access networks (e.g. W.AN). Mreover, the localization
of content providers closer to the Mbile/Fixed Internet Service
Providers network requires taking into account |ocal Content Delivery
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Net wor ks (CDNs) while providing nobility services.

When demand exceeds capacity, both offl oading and CDN t echni ques
coul d benefit fromthe devel opnent of nobile architectures with fewer
| evel s of routing hierarchy introduced into the data path by the
nmobi l ity managenent system This trend in network flattening is
reinforced by a shift in users traffic behavior, ained at increasing
di rect conmuni cations anong peers in the sane geographical area.
Distributed nobility managenent in a truly flat nobile architecture
woul d anchor the traffic closer to the point of attachnent of the
user and overcone the suboptimal routing issues of a centralized
mobility schene.

Wi | e depl oyi ng [ Paper-Locating. User] today’s nobile networks,
service providers face new chall enges. More often than not, nobile
devices remain attached to the same point of attachnent. Specific IP
nmobi | ity managenent support is not required for applications that

| aunch and conplete while the nobile device is connected to the sane
poi nt of attachment. However, the nobility support has been desi gned
to be always on and to naintain the context for each nobile
subscriber as long as they are connected to the network. This can
result in a waste of resources and ever-increasing costs for the
service provider. Infrequent nobility and intelligence of many
appl i cations suggest that nobility can be provided dynam cally, thus
sinmplifying the context maintained in the different nodes of the
nobi | e networ k.

The proposed charter will address two conpl enmentary aspects of
nmobi | ity managenent procedures: the distribution of nobility anchors
to achieve a nore flat design and the dynam c activation/deactivation
of nobility protocol support as an enabler to distributed nobility
managenent. The former has the goal of positioning nobility anchors
(HA, LMA) closer to the user; ideally, these nobility agents could be
collocated with the first hop router. The latter, facilitated by the
distribution of nobility anchors, ains at identifying when nobility
must be activated and identifying sessions that do not inpose

nmobi ity managenent -- thus reducing the anount of state information
to be maintained in the various nobility agents of the nobile
network. The key idea is that dynam c nobility managenment rel axes
some constraints while also repositioning nobility anchors; it avoids
the establishnment of non optinmal tunnels between two topologically

di stant anchors.

Consi dering the above, the distributed nobility managenent wor ki ng
group wll:
Define the probl em statenent and associ ated requirenents for
distributed nobility managenent. This work ains at defining the
probl em space and identifies the key functional requirenents.
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Produce a gap anal ysis mappi ng the above requirenents agai nst
exi sting solutions.

G ve best practices for the depl oynent of existing nmobility
protocols in a distributed nobility managenent and descri be
[imtations of each such approach.

Descri be extensions, if needed, to current nmobility protocols for
their applications in distributed nobility architectures.

Thi s docunent describes the notivations of distributed nobility
managenent and the proposed work in Section 1.1. Section 1.2
sunmmari zes the problens with centralized IP nobility managenent
conpared with distributed and dynam ¢ nobility nmanagenment, which is
el aborated in Section 4. The requirenments to address these probl ens
are given in Section 5. A conpani on docunent [dmm scenari 0]

di scusses the use case scenari 0s.

Much of the contents this docunment together with those in [dmm
scenari o] have been nmerged and el aborated into the follow ng review
paper: [Paper-Distributed. Mbility. Review].

2. Conventions used in this docunent

The key words "MJST", "MJST NOT", "REQU RED', "SHALL","SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

3. Centralized versus distributed nobility managenent

Mobi I ity managenent functions may be inplenented at different |ayers
of the network protocol stack. At the IP (network) |ayer, they nmay
reside in the network or in the nobile node. |In particular, a

net wor k- based solution resides in the network only. It therefore
enabl es nmobility for existing hosts and network applications which
are already in deploynent but |lack nobility support.

At the IP layer, a nobility managenent protocol to achi eve session
continuity is typically based on the principle of distinguishing
between identifier and routing address and nai ntaining a mappi ng
between them Wth Mbile IP, the hone address serves as an
identifier of the device whereas the care-of-address takes the role
of routing address, and the binding between themis maintained at the
mobility anchor, i.e., the hone agent. |[|f packets can be
continuously delivered to a nobile device at its honme address, then
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all sessions using that honme address can be preserved even though the

routing or care-of address changes.

The next two subsections explain centralized and distributed nobility

managenent functions in the network.

.1. Centralized nobility managenent

Wth centralized nobility nmanagenent, the mapping informtion between

the stable node identifier and the changing I P address of an MN is

kept at a centralized nobility anchor. Packets destined to an MN are

routed via this anchor. In other words, such nobility managenent

systens are centralized in both the control plane and the data plane.

Many exi sting nobility managenent depl oynents nake use of centralized
nmobility anchoring in a hierarchical network architecture, as shown
in Figure 1. Exanples of such centralized nobility anchors are the

home agent (HA) and |ocal nmobility anchor (LMA) in Mbile IP
[ RFC3775] and Proxy Mobile | P [ RFC5213], respectively. Current
nobi | e networks such as the Third Generation Partnership Project

(3GPP) UMTS networ ks, CDMA networ ks, and 3GPP Evol ved Packet System

(EPS) networks al so enploy centralized nobility managenment, with

Gat eway GPRS Support Node (GGSN) and Serving GPRS Support Node (SGSN)

in the 3GPP UMIS hi erarchical network and with Packet data network
Gateway (P-GN and Serving Gateway (S-GW in the 3GPP EPS net worKk.

UMTS 3GPP SAE M P/ PM P
S + S + S +
| GGSN | | P-GW | | HA/ LMA|
- + - + - +

/\ /\ /\
[\ [\ [\
/ \ / \ / \
/ \ / \ / \

/ \ / \ / \
S + 4o + S + 4o + S + 4o +
| SGSN | | SGSN | | SSGW| | S-GW| | FAA MAG | FA/ MAG
- o + - o + - - +

Figure 1. Centralized nobility managenent.
.2. Distributed nobility nmanagenent

Mobi | ity managenent functions may al so be distributed to nultiple
| ocations in different networks as shown in Figure 2, so that a
nmobi |l e node in any of these networks may be served by a cl oseby
mobility function (M).
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Figure 2. Distributed nobility managenent.

Mobi lity managenent may be partially distributed, i.e., only the data
plane is distributed, or fully distributed where both the data pl ane
and control plane are distributed. These different approaches are
described in detail in [I-D.dmscenario].

[ Paper - New. Per spective] discusses sone initial steps towards a clear
definition of what nobility nmanagenent may be, to assist in better
devel oping distributed architecture. [Paper-
Characteri zation. Mobility. Managenent] anal yses current nmobility
solutions and propses an initial decoupling of nobility managenent
into well-defined functional blocks, identifying their interactions,
as well as a potential grouping, which later can assist in deriving
nmore flexible nobility managenent architectures. According to the
split functional blocks, this paper proposes three ways into which
nobi | ity managenent functional bl ocks can be groups, as an initial
way to consider a better distribution: |ocation and handover
managenent, control and data plane, user and access perspective.

A distributed nobility managenent schene is proposed in [ Paper-
Distributed. Dynamic. Mobility] for future flat IP architecture

consi sting of access nodes. The benefits of this design over
centralized nobility managenent are also verified through sinulations
in [Paper-Distributed. Centralized. Mobility].

Bef ore desi gning new nobility managenent protocols for a future fl at
I P architecture, one should first ask whether the existing nobility
managenent protocols that have al ready been depl oyed for the

hi erarchi cal nobil e networks can be extended to serve the flat IP
architecture. MPv4 has already been deployed in 3GPP2 networks, and
PM Pv6 has al ready been adopted in WMAX Forum and in 3GPP standards.
Using MP or PMP for both centralized and distributed architectures
woul d ease the migration of the current nobile networks towards a
flat architecture. It has therefore been proposed to adapt MP or
PM Pv6 to achieve distributed nobility nmanagenent by using a

di stributed nobility anchor architecture.

I n [ Paper-M grating. Hone. Agents], the HA functionality is copied to
many | ocations. The HoA of all M\s are anycast addresses, so that a
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packet destined to a HoA fromany CN from any network can be routed
via the nearest copy of the HA. In addition, distributing the
function of HA using a distributed hash table structure is proposed
in [Paper-Distributed. Mobility. SAE]. A |ookup query to the hash
table will retrieve the location information of an MN is stored.

In [Paper-Distributed. Mobility.PMP], only the nobility routing (MR
function is duplicated and distributed in many |ocations. The

| ocation information for any MN that has noved to a visited network
is still centralized and kept at a | ocation managenent (LM function
in the honme network of the MN. The LM function at different networks
constitutes a distributed database systemof all the M\Ns that bel ong
to any of these networks and have noved to a visited network. The

| ocation information is maintained in the formof a hierarchy: the LM
at the honme network, the CoA of the MR of the visited network, and
then the CoA to reach the MNin the visited network. The LMin the
home network keeps a binding of the HoA of the MN to the CoA of the
MR of the visited network. The MR keeps the binding of the HoA of
the MNto the CoA of the MNin the case of MP, or the proxy-CoA of
the Mobil e Access Gateway (MAG serving the MNin the case of PMP.

[1-D.PM P-DMC] di scusses two distributed nobility control schenes
using the PMP protocol: Signal-driven PMP (S-PMP) and Si gnal -
driven Distributed PMP (SD-PMP). S-PMP is a partially distributed
schenme, in which the control plane (using a Proxy Binding Query to
get the Proxy-CoA of the MN) is separate fromthe data plane, and the
optim zed data path is directly between the CN and the MN. SD-PM P
is afully distributed schene, in which the Proxy Binding Update is
not perforned, and instead each MAG wi Il nulticast a Proxy Binding
Query nessage to all of the MAGs in its local PMP domain to retrieve
t he Proxy-CoA of the N

4. Probl em st at enent
This section identifies problens and limtations of centralized
nobi | ity approaches, and conpares agai nst possible distributed
appr oaches.

4.1. Non-optinmal routes

Routing via a centralized anchor often results in a | onger route.
Figure 3 shows two cases of non-optim zed routes.
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M P/ PM P
- +
| HA/ LIVA
O +
/NN +---+
[\ \ \ | CDN
/ \ \ \ +---+
/ \ \ \ |
/ \ \ \
O +  4eee--- +  4eee--- + O +
| FA MM | FAMAG | FA MAG | FA/ MAG
- R R + - +

| ON | | MN |

Figure 3. Non-optim zed route when communi cating with CN and when
accessing local content.

In the first case, the nobile node and the correspondent node are

cl ose to each other but are both far fromthe nobility anchor.
Packets destined to the nobile node need to be routed via the

nmobi ity anchor, which is not on the shortest path. The second case
i nvol ves a content delivery network (CDN). A user may obtain content
froma server, such as when watching a video. As such usage becones
nore popular, resulting in an increase in the core network traffic,
service providers nmay relieve the core network traffic by placing

t hese contents closer to the users in the access network in the form
of cache or |ocal CDN servers. Yet as the MNis getting content from
a local or cache server of a CDN, even though the server is close to
the M\, packets still need to go through the core network to route
via the nobility anchor in the hone network of the M\, if the M uses
the HoA as its identifier.

In a distributed nobility managenent design, one possibility is to
have nmobility anchors distributed in different access networks so

t hat packets may be routed via a nearby nobility anchor function, as
shown in Figure 4.
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-+
| CON|
-+
I
I
S + 4o + 4o + - +
| M | M | | M | | M
- - - + - +
I I
| CN | | MN |

Figure 4. Mbile node in any network is served by a cl ose by
nmobi ity function.

Due to the above Iimtation, with the centralized nobility anchor
design, route optim zation extensions to nobility protocols are

t herefore needed. \Wereas the |ocation privacy of each MN may be
conprom sed when the CoA of an MNis given to the CN, those nobility
prot ocol deploynments that |ack such optim zation extensions wll
encounter non-optinmal routes, which affect the performance.

In contrast, route optim zation may be naturally an integral part of
a distributed nobility managenment design. Wth the help of such
intrinsic route optimzation, the data transm ssion delay will be
reduced, by which the data transm ssion throughputs can be enhanced.
Furthernore, the data traffic overhead at the nobility agents such as
the HA and the LMA in the core network can be alleviated
significantly.

4.2. Non-optimality in Evolved Network Architecture

Centralized nobility managenent is currently deployed to support the
exi sting hierarchical nobile data networks. It |everages on the

hi erarchi cal architecture. However, the volune of wireless data
traffic continues to increase exponentially. The data traffic
increase would require costly capacity upgrade of centralized

architectures. It is thus predictable that the data traffic increase
wi |l soon overload the centralized data anchor point, e.g., the P-GW
in 3GPP EPS. In order to address this issue, a trend in the

evol ution of nmobile networks is to distribute network functions cl ose
to access networks. These network functions can be the content
servers in a CDN, and al so the data anchor point.

Mobi | e net wor ks have been evolving froma hierarchical architecture

to a nore flattened architecture. In the 3GPP standards, the GPRS
network has the hierarchy GGSN "C SGSN "C RNC "C NB (Node B). In
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3GPP EPS networks, the hierarchy is reduced to P-GW"C S-GWNW"C eNB
(Evolved NB). In sonme deploynents, the P-GWand the S-GWNare
collocated to further reduce the hierarchy. Reducing the hierarchy
this way reduces the nunber of different physical network el enents in
the network, contributing to easier system nmai ntenance and | ower
cost. As nobile networks becone nore flattened, the centralized

nmobi ity managenent can beconme non-optimal. Mbility managenent

depl oynment with distributed architecture is then needed to support
the nore flattened network and the CDN networks.

4.3. Lack of user-centricity

The mobility anchor point, as the main elenment of a nobility
managenent system has been object of intensive studies in order to
create nore distributed and decentralized systens. Accordingly, its
role, its functionalities, and the location it should take in the
network (e.g. router, server, etc) are not a consensus. Depending on
the architecture, on the network characteristics, and on the
functionalities we have in the nobility anchor elenent, its |ocation
may vary, and its function in the whol e system may change.

Consi dering that user-centric networks present particul ar
characteristics (e.g. there is no clear splitting between network

el emrents and end-devices), the current centralized standards nay not
be suitable. Thus, a novel nobility managenent approach shoul d be
designed for such networks, considering all its particularities and
following this trend of rethinking the nmobility anchor point el enent.

These aspects reinforce the need for distributed and dynam c nobility
mechani snms. Positioning the anchor-point in network el enments cl oser
to the end user provides the capability to have a nore flexible

nmobi ity managenent service, with (potentially) nore control in terns
of users expectations; it also assists the access operation by

| owering the operation conplexity. For instance, traffic locality
can be nore easily achieved by having nobility nanagenent
functionality deployed in elenents that are closer to custoner

prem ses, or on the edges of the access network.

4.4. Low scalability of centralized route and nobility context
mai nt enance

Special routes are set up to enable session continuity when a
handover occurs. Packets sent fromthe CN need to be tunnel ed

bet ween the HA and FAin MP and between the LMA and MAGin PMP
However, these network elenents at the ends of the tunnel are al so
routers performng the regular routing tasks for ordinary packets not
i nvolving a nobile node. These ordinary packets need to be directly
routed according to the routing table in the routers wthout
tunneling. Therefore, the network nust be able to distinguish those
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packets requiring tunneling fromthe regul ar packets. For each
packet that requires tunneling owing to nobility, the network w |
encapsulate it with a proper outer |IP header with the proper source
and destination |IP addresses. The network therefore needs to
mai nt ai n and manage the nobility context of each MN, which is the

rel evant information needed to characterize the nobility situation of
that MN to allow the network to distinguish their packets from other
packets and to performthe required tunneling.

Setting up such special routes and nmaintaining the nobility context
for each MNis nore difficult to scale in a centralized design with a
| arge nunber of MNs. Distributing the route maintenance function and
the nobility context mai ntenance function anong different networks
can be nore scal abl e.

4.5. Wasting resources to support nobile nodes not needing nobility
support

The problem of centralized route and nmobility context maintenance is
aggravated when the via routes are set up for many nore MNs that are
not requiring I[P nmobility support. On the one hand, the network
needs to provide nobility support for the increasing nunber of nobile
devi ces because the existing nobility managenent has been designed to
al ways provide such support as long as a nobile device is attached to
the network. On the other hand, many nomadi ¢ users connected to a

network in an office or nmeeting room Such users will not nove for
the entire network session. It has been neasured that over two-
thirds of a user nobility is | ocal [Paper-Locating.User]. In

addition, it is possible to have the intelligence for applications to
manage nobility wi thout needing help fromthe network. Network
resources are therefore wasted to provide nobility support for the
devices that do not really need it at the nonent.

It is necessary to dynamcally set up the via routes only for M\s
that actually undergo handovers and | ack higher-layer nobility
support. Wth distributed nobility anchors, such dynam c nobility
managenent nmechani sm may then also be distributed. Therefore,
dynam c nmobility and distributed nmobility may conpl ement each ot her
and rmay be i ntegrat ed.

4.6. Conplicated deploynment with too nmany variants and extensions of
M P

Mobile IP, which has primarily been deployed in a centralized manner
for the hierarchical nobile networks, already has nunerous variants
and extensions including PMP, Fast MP (FM P) [ RFC4068] [ RFC4988] |,
Proxy-based FM P (PFM P) [ RFC5949] , hierarchical MP (HM P)

[ RFC5380] , Dual -Stack Mbile I P (DSM P) [ RFC5454] [ RFC5555] and
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there may be nore to cone. These different nodifications or

ext ensi ons of M P have been devel oped over the years owing to the
di fferent needs that are found afterwards. Deploynent can then
beconme conplicated, especially if interoperability with different
depl oynents is an issue.

A desirable feature of nmobility managenent is to be able to work with
network architectures of both hierarchical networks and flattened
networks, so that the nobility nanagenment protocol possesses enough
flexibility to support different networks. |In addition, one goal of
dynam c nobility managenent is the capability to selectively turn on
and off nobility support and certain different nobility signaling.
Such flexibility in the design is conpatible with the goal to
integrate different nobility variants as options. Sone additional
extensions to the base protocols may then be needed to i nprove the

i ntegration.

4.7. Mbility signaling overhead with peer-to-peer conmunication

In peer-to-peer comruni cations, end users comruni cate by sendi ng
packets directly addressed to each other’s |IP address. However, they
need to find each other’s I P address first through signaling in the
network. Wile different schenes for this purpose nay be used, MP
al ready has a nechanismto |ocate an MN and may be used in this way.
In particular, MPv6 Route Optim zation (RO node enables a nore
efficient data packets exchange than the bidirectional tunneling (BT)
node, as shown in Figure 5.

M P/ PM P

S +

| HA/ LMVA

- +
/AN

[\ \ \
/ \ \ \
/ \ \ \

/ \ \ \
O + 4o + 4o + O +
| FA MM | FAMAG | FA MAG | FA/ MAG
S S S S S + S +

| M [<--> N |

Figure 5. Non-optimzed route when communi cating with CN and when
accessing | ocal content.
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This RO node is expected to be used whenever possible unless the M
is not interested in disclosing its topological |ocation, i.e., the
CoA, to the CN (e.g., for privacy reasons) or sonme other network
constraints are put in place. However, M Pv6 RO node requires
exchangi ng a significant anount of signaling nessages in order to
establish and periodically refresh a bidirectional security

associ ation (BSA) between an MN and its CN. Wiile the nobility

si gnal i ng exchange inpacts the overall handover |atency, the BSA is
needed to authenticate the binding update and acknow edgnent nessages

(note that the latter is not nmandatory). |In addition, the anount of
mobi lity signaling nessages increases further when both endpoints are
nobi | e.

A dynam c nobility managenent capability to turn off these signaling
when they are not needed will enable the RO node between two nobile
endpoints at mnimumor no cost. It will also reduce the handover

| atency owing to the renoval of the extra signaling. These benefits
for peer-to-peer conmunications wll encourage the adoption and

| ar ge- scal e depl oynent of dynam c nobility nmanagenent.

4.8. Single point of failure and attack

A centralized anchoring architecture is generally nore vul nerable to
a single point of failure or attack, requiring duplication and
backups of the support functions.

On the other hand, a distributed nobility managenent architecture has
intrinsically mtigated the problemto a |ocal network which is then
of a smaller scope. |In addition, the availability of such functions
i n nei ghboring networks has al ready provi ded the needed architecture
to support protection.

5. Requirenents

After reviewing the problens and limtations of centralized

depl oynment in Section 4, this section states the requirenents as

foll ows:

1. Distributed nmobility requirement: The nobility managenent
functions in interconnecting networks be available in nultiple
| ocations and therefore are always close to any node so that the
node may perform handover with session continuity wthout routing
the data-plane traffic via a centralized anchor.

It is noted that centralized functions in the control plane are
not excluded and should still be possible.

This requirement enables nobility managenent deploynent in a
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6.

Sec

TBD

di stributed architure to avoid the non-optiml routes described
in Section 4.1. It enables placing the nobility anchor closer to
t he access network to which the nobile node is attached, thereby
supporting the nore flattened network and the CDN networks
described in Section 4.2. Such a distributed architecture is
nore scal able than a centralized one as described in Section 4.4,
and avoids the single point of failure and attack as described in
Section 4. 8.

Dynamic nmobility requirenent: A network supporting a m x of
nmobi | e nodes sone of which nay be stationary for extended tine
while others may be actively nobile may mnim ze traffic overhead
and avoi d unnecessary nobility support.

This requi renent addresses the problenms of unnecessary nobility
support described in Section 4.5 and of the nobility signaling
overhead wth peer-to-peer comunication described in Section
4.7.

To further ease the deploynent it is desirable that the nobility
managenent can be deployed in a mx of hierarchical architecture
and distributed architecture and the different variants and
extensions of MP are conpatible and i ntegrated.

urity Considerations

| ANA Consi der ati ons

None

CO-
Thi s
part
this
Dape
Pi er
Hi de
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